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Abstract 

In this paper, we propose a robust approach for recog-
nition of text embedded in natural scenes. Instead of using 
binary information as most other OCR systems do, we 
extract features from intensity of an image directly. We 
utilize a local intensity normalization method to effectively 
handle lighting variations. We then employ Gabor trans-
form to obtain local features, and use LDA for selection 
and classification of features. The proposed method has 
been applied to a Chinese sign recognition task. The sys-
tem can recognize a vocabulary of 3755 Level 1 Chinese 
characters in the Chinese national standard character set 
GB2312-80 with various print fonts. We tested the system 
on 1630 test characters in sign images captured from the 
natural scenes, and the recognition accuracy is 92.46%. 
We have already integrated the system into our automatic 
Chinese sign translation system.  

1. Introduction 

We encounter large amounts of information embedded 
in natural scenes in our daily lives. Signs are good exam-
ples of objects in natural environments that have high 
information content. A sign is an object that suggests the 
presence of a fact. It can be a displayed structure bearing 
letters or symbols, used to identify or advertise a place of 
business. Signs are everywhere in our lives. They make 
our lives easier when we are familiar with them, but they 
may pose problems or even danger when we are not. For 
example, a foreign tourist might not be able to understand 
a sign that specifies warnings or hazards. Automatic sign 
translation, in conjunction with spoken language transla-
tion, can help international tourists to overcome these 
barriers. A successful automatic sign translation system 
relies on three key technologies: sign detection, OCR 
(Optical Character Recognition) and machine translation. 

OCR is one of the most successful areas in the pattern 
recognition field. For clearly segmented printed materials, 
state-of-the-art techniques offer virtually error-free OCR 
for several important alphabetic systems and their vari-
ants. However, error rates of OCR systems are still far 

from that of human readers in many applications such as 
video OCR and license plate OCR. The gap between the 
two is exacerbated when the quality of the image is com-
promised, e.g., input using a video camera. Video OCR, 
which is to recognize text from a video stream, was moti-
vated by digital library application and visual information 
retrieval tasks. Many video images contain text contents. 
These texts can be part of the scene, or may come from 
computer-generated text, which is overlaid on the image 
(e.g., captions in broadcast news programs). The text, 
especially the subtitle in the video, provides useful infor-
mation for video indexing. In a video OCR task, text in 
the foreground is usually uniformly distributed and its 
resolution can be enhanced by inter-frame information [7, 
8, 11]. Compared with video OCR tasks, recognition of 
text embedded in natural scenes faces more challenges: 
text can vary in font, size, orientation, and position of text, 
be blurred by motion, be under shadow, be occluded by 
other objects, or be distorted by slant and tilt. The image 
from a camera under unconstrained environment can be 
very noisy. 
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Figure 1. The flow chart of the system 

In this paper, we propose a robust approach for recog-
nition of text embedded in natural scenes. Figure 1 illus-
trates the procedure of the proposed approach. Text em-
bedded in the natural scenes is captured by a camera. The 
method of character segmentation has been introduced 
before [2], and we will only focus on the recognition of 
the character in this paper. Instead of using only binary 
information as most other OCR systems, we extract fea-
tures for recognition from intensity of an image directly 
[10]. The motivation for this is to avoid potentially infor-
mation loss during the binarization process which is irre-
versible. We utilize a local intensity normalization method 
to effectively handle luminance variations of the captured 



character image. Gabor transforms are applied to obtain 
local features. We use LDA (Linear Discriminant Analy-
sis) for selection and classification of features.  

We have applied the proposed method to form a Chi-
nese sign recognition system. The system can recognize a 
vocabulary of 3755 Level 1 Chinese characters with vari-
ous print fonts in GB2312-80, which is the national Chi-
nese character set standard. We tested the method on 1630 
characters from sign images captured from natural scenes, 
and the recognition accuracy is 92.46%. 

2. Features extraction 

2.1. Image pre-processing 

An imperfect text image is a major factor that reduces 
recognition accuracy when OCR is applied to a video 
image. Image preprocess, therefore, can enhance the rec-
ognition accuracy. We perform normalizations on both 
size and intensity of the text before feature extraction. 

Lighting variations usually bring problems for most 
image-based recognition tasks. A common practice is to 
normalize the image’s luminance using a histogram nor-
malization method, which changes the luminance scope. 
The image intensity captured by a camera can be in a 
large dynamic scope, some with obvious contrast, some 
not, and some with high light while others may in dark. 
The goal of intensity normalization for character recogni-
tion is to make entire strobes within characters have the 
nearly same intensity distribution. A global normalization 
method cannot do it, so we propose to perform local nor-
malization using the profile of a stroke as a priori. The 
ideal profile of a stroke is shown in figure 2(a), but it 
requires an unlimited bandwidth system to obtain such a 
response. We can only have a limited bandwidth system in 
practice and obtain a profile as shown in figure 2(b). We 
can normalize the intensity alone the orthogonal direction 
of a stroke using the stroke profile.  
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Figure 2. Ideal (a) and practical (b) profile of a 
stroke 

    
(a) Original intensity (b) Skeleton (c) Normalized intensity 

Figure 3. An example of intensity normalization 
Figure 3 shows an example of local intensity normali-

zation for Chinese character “行”. Figure 3(a) is the origi-
nal intensity of the character, (b) is the character’s skele-
ton, and (c) is the normalized intensity.  

2.2. Gabor feature extraction 
Gabor wavelet is a sinusoidal plane wave with particu-

lar frequency and orientation, modulated by a Gaussian 
envelope. It can characterize spatial frequency structure in 
the image while preserving information of spatial rela-
tions, and thus suitable for extracting orientation-
dependent frequency contents of patterns. Gabor wavelet 
has been widely used in many applications, such as data 
compression [12], face recognition [13], and texture 
analysis [9], because of its good mathematic properties. 
Early applications of Gabor wavelet to OCR tasks were 
based on binary features [1, 3-5]. Yoshimura and his col-
leagues ever reported to extract features using Gabor from 
intensity of video images for character recognition and use 
LVQ (Linear Vector Quantization) for feature selection 
[14].  

A complex-valued 2D Gabor function modulated by a 
Gaussian envelope is as follows: 
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the deviation of the Gaussian envelope, τ and θ are the 
wavelength and orientation of Gabor function respec-
tively. Frequency responses of Gabor filters in four orien-
tations (0°, 45°, 90° and 135°) are illustrated in figure 4. 

 

 
Figure 4. Four directions’ Gabor filter 

For a given pixel ),( 11 yx  with gray level ( )11, yxI  
in an image, its Gabor feature can be regarded as the con-
volution: 

( ) ( ) ( )  ,,,,,,, 1111 ∫ −−= dxdykyxGyyxxIkyxJ θθ .(2) 

Suppose that m frequencies and n orientations are used 
in extracting Gabor feature, we can have a vector of nm ⋅  
complex coefficients for each position. We called this 
vector as a jet, which is used to represent the position’s 
local features. 



In our application, we divide a character into 7x7 grids 
as shown in figure 5, which results in nm ⋅⋅49  dimen-
sions’ feature vector for a character. 

  
Figure 5. Grids for feature extraction 

3. Features selection and classification 

We need to reduce dimensions of feature vectors be-
cause they are computational expensive and not all of 
them are effective for recognition. LVQ and LDA are 
common tools for dimension reduction. We use LDA in 
this work because it can be used not only for dimension 
reduction, but also feature optimization. LDA is a method 
to find a transformation that can maximize the between-
class scatter matrix bS and minimize the within-class 
scatter matrix wS  simultaneously: 
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The new space, W, is then the most discriminative space. 
Feature vector x in the original feature space is projected 
to this new space and have the new feature y using equa-
tion (4), which can be used for classification.  

xWy T=   (4) 
In the recognition process, the Gabor feature vector is 

extracted from the input character image and then is pro-
jected onto the LDA space. The classification is finally 
performed using KNN method. 

4. Experimental Results 

We have evaluated the proposed approach on a Chi-
nese sign recognition task. The current training set in-
cludes all level 1 characters in Chinese national standard 
character set GB2312-80 (total 3755 different characters). 
We employed 6 kinds of different fonts SongTi, HeiTi, 
KaiTi, LiShu, YaoTi, and YouYuan, from the standard 
font lib to form the training set. Because the characters on 
signs were usually in bold style, bold characters were used 
and were printed on paper and were finally captured by a 
camera. 

We also randomly selected 1630 character images from 
our sign library, which contains more than 8000 charac-
ters in more than 2000 sign images, to form the testing set. 
The different characters in the testing set roughly cover 
1/5 of the level 1 Chinese characters, with variations in 
font, lighting condition, rotation, and even affine trans-
form. Figure 6 is some examples from the testing set. 

        

        

        
Figure 6. Some samples from testing set 

Four orientations (0°, 45°, 90° and 135°) for gabor fea-
ture were used in our experiments because Chinese char-
acter’s strokes were mainly drawn along the four direc-
tions. The key problem is to try to determine the best 
wavelength τ , which has the close relationship with the 
character’s stroke width. Basically, the wavelength within 
the scope from half to twice of the average stroke width 
should produce good recognition results. Table 1 shows 
the character recognition rate for 6 different fonts of train-
ing set and recognition rate for character images in testing 
set when the average stroke width and one and a half of 
the width were assigned to the wavelength respectively. It 
can be seen that it has similar recognition rate using the 
two different wavelength’s gabor features, not so good for 
testing set but quite well for training set especially for 
HeiTi, SongTi and YaoTi. 

Table 1. Comparison of different wavelength for Gabor 
 Accuracy 

 1.5 Average stroke width Stroke width 
Testing set 84.8816% 86.0717% 
SongTi 99.6226% 99.4340% 
HeiTi 99.8113% 99.8113% 
KaiTi 83.3926% 76.9811% 
LiShu 87.3558% 86.2264% 
YaoTi 98.1132% 93.3962% 
YouYuan 92.0755% 94.9057% 
In a sign recognition task for natural scenes, font of 

character on different signs might be various, and the 
stroke width may also be diversified even for same font. 
So we combined the two wavelengths’ gabor features to 
try to adapt to the various fonts and stroke width. The 
recognition rate is shown in the left column of the table 2. 

Table 2. Comparison of different discrimination methods 
Accuracy  

Vector angle Euclidian Distance 
Testing set 92.4606% 82.6057% 
SongTi 99.7337% 99.7337% 
HeiTi 99.8935% 99.7337% 
KaiTi 93.3688% 85.0067% 
LiShu 96.1651% 94.2477% 
YaoTi 98.9880% 98.7750% 
YouYuan 98.4021% 98.2157% 
It has an evident improvement for the testing set com-

pared with table 1 gotten by single wavelength’s Gabor 
features. In the same time, the table 2 gives the compari-



son of 2 different discrimination methods, the vector angle 
in the left and Euclidian distance in the right. It shows that 
the vector angle produces the higher recognition accuracy 
than the other. 

It is a quite satisfied result because the character im-
ages in the testing set are captured from natural scenes, 
with variations in font, lighting condition, rotation, and 
even affine transform. For further verifying the robustness 
of the proposed approach against noises, we would add 
the zero mean Gaussian noise to each character image in 
the testing set. For a given pixel whose intensity is 

( )yxI ,  in the character image, we have 
( ) ( ) ( )yxnyxIyxI ,,, +=′ , (5) 

where ( ) ( )( )( )2,,0~, γ⋅yxINyxn . 
Parameter γ represents the intensity of the noise. Figure 

7 illustrates the impact on a Chinese character “ ” from 
testing set when we added noise respectively 05.0=γ , 

10.0=γ , 15.0=γ  and 20.0=γ . 

      
 (a) (b) (c) (d) (e) 

Figure 7. An example with different noises 
(a) original image, (b) - (e) ones with Gaussian 

noise of 5%,10%,15%, and 20% 
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Figure 8. Improvement on accuracy from inten-

sity normalization 
The top curve of Figure 8 shows the recognition rate of 

1630 characters in testing set when we added different 
intensity of Gaussian noise. It is only about 1% decrease 
of recognition rate when 10% noise is added, and about 
6.5% decrease when 20% noise is added, compared with 
that of the original testing set. This Figure also illustrates 
the effective of local intensity normalization, which shows 
that the recognition accuracy is about 24% to 28% higher 
than that without normalization. 

5. Conclusion 

We have proposed a robust approach for recognition of 
text embedded in natural scenes. We propose to utilize 
local intensity normalization to effectively enhance the 
robustness. We use Gabor transform to extract features 
and LDA to select and reduce the dimensionality of the 
feature space. Experimental results have demonstrated its 
excellent recognition accuracy and robustness of the pro-
posed method. We have already integrated the system into 
our automatic Chinese sign translation system.  
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