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ABSTRACT

Language Model (LM) which is commonly trained on a large
corpora has been proven the robustness and effectiveness for
tasks of Natural Language Understanding (NLU) in many ap-
plications such as virtual assistant or recommendation sys-
tem. These applications normally receive outputs of auto-
matic speech recognition (ASR) module as spoken form in-
puts which generally lack both lexical and syntactic informa-
tion. Pre-trained language models, for example BERT [1] or
XLM-RoBERTza [2], which are often pre-trained on written
form corpora perform decreased performance on NLU tasks
with spoken form inputs. In this paper, we propose a novel
model to train a language model namely CapuBERT that is
able to deal with spoken form input from ASR module. The
experimental results show that the proposed model achieves
state-of-the-art results on several NLU tasks included Part-
of-speech tagging, Named-entity recognition and Chunking
in English, German, and Vietnamese languages.

Index Terms— Spoken Language Understanding, BERT,
CapuBERT, ASR

1. INTRODUCTION

Pre-trained LM has demonstrated an effective strategy to
learn the contextual representation of language, which is ben-
eficial for downstream NLP tasks. Most of pre-trained LMs
developed so far just concentrate on written text that includes
the features of punctuations and capital letters. For the ASR’s
output, which is spoken form and lacks of such features,
these pre-trained LMs become ineffective. Hence, it poses
challenges when carrying out downstream NLP tasks on such
kind of text. The major differences between existing pre-
trained LMs can be categorized based on three perspectives:
model architectures, training dataset types, and pre-training
objectives.

Model architectures: In the previous studies, pre-trained
LMs are mostly based on well-known model architectures
such as LSTM [3] and Transformer [4] network. BERT [1]
and its variants (e.g. ALBERT [5], RoBERTa [6], etc.) use a
multi-layer bidirectional Transformer encoder. In this study,
we leverage the ROBERTa,, 5. architecture.
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Training dataset types: Pre-trained LMs usually learn
the contextual representation from general large-scale written
text corpora without external domain knowledge and modal-
ity information. In this study, we assume the mismatch be-
tween spoken text (output from ASR) and written text (input
for pre-trained LMs) is mostly caused by the lack of capital
letters and punctuations (henceforth, capu). We create a spo-
ken corpora by removing all capu information from the writ-
ten corpus since a large-scale spoken corpus is not available
yet.

Pre-training objectives: The pre-training objectives are
crucial for learning the contextual representation of language.
The masked language model (Mask LM) is first adapted to
overcome the drawbacks of the standard unidirectional LM.
The next sentence prediction objective is also proposed to use
in BERT [1] to enhance text representation, but ROBERTa [6]
shows that it is not necessary. ALBERT [5] model proposed
sentence ordering objective task to replace the next sentence
prediction objective. For adapting with spoken text, we pro-
pose a novel pre-training objective, named Mask Capu that
guides the model to restore capu labels for spoken input.

In summary, our contribution in this paper is twofold:
First, we propose a novel CapuBERT language model that
is able to jointly learn the contextual representations and ex-
ternal knowledge such as capitalization and punctuation. Sec-
ond, our proposed CapuBERT model are optimized to obtain
state-of-the-art performance on spoken text. In addition, we
theoretically and empirically evaluate the effectiveness of Ca-
puBERT by experimenting on three downstream tasks: Part-
of-Speech (POS) tagging, Named Entity Recognition (NER),
Chunking in three languages: English, German, and Viet-
namese. The experimental results consistently show that our
proposed model outperforms all baseline models in several
experiment setups.

2. RELATED WORK

Capu information turns out to be very important for NLU
tasks [7, 8, 9, 10]. Without it, NLU tasks’ performance, such
as NER, Chunking, and POS tagging, down in a significant
way. Many studies attempt to handle the capu restoration
problem since it can reduce the mismatch between written text
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Fig. 1. Overview of the pre-training CapuBERT model. The raw text input ‘Steve Jobs was born in the USA.’ firstly goes
through the capu masking process to remove capu information: ‘steve jobs was born in the usa’ and create capu labels: ‘T8 T$
L$ L$ L$ L$ U.”. Word masking process then randomly masks 15% words: ‘steve jobs [mask] born [mask] the usa’. Model is
trained to detect masked words using Mask LM layer and predict capu labels using Mask Capu layer.

and spoken text. Nguyen et al. (2019) [11] proposed overlap
chunk merging method to recover capu information for infi-
nite length spoken text. Sunkara et al. (2020) [12] fine-tuned
a pre-trained BERT model in the medical domain data to re-
cover capu. Nguyen et al. (2020) [9] constructed a pipeline
models to extract named-entity from speech, in which they
deal with the mismatch between written text and spoken text
by using a capu restoration model. However, these can make
the SLU pipeline more complex.

Pre-trained LMs BERT [1] and its variants are well known
as a best way to embed the text information in space vec-
tor. Many objective functions were proposed to help BERT
archive contextual representation. However, current pre-
trained LMs cannot deal with the spoken text since they lack
of capu information. In this study, we show that by com-
bining the Mask LM objective with a capu prediction task
(Mask Capu objective), the pre-trained LMs can embed both
contextual representation of language and capu features. By
that, we only need a single pre-trained LM to handle spoken
text.

3. CAPUBERT LANGUAGE MODEL

In this section, we describe the architecture of CapuBERT
model, then discuss in detail the objective functions and opti-
mization setup.

3.1. CapuBERT architecture

We use RoBERTa;,, ;. model to learn the contextual represen-
tations. The outputs then are fed into two different layers to
predict masked words and capu labels. For capu labels pre-
diction, since capu labels is related (e.g. following dot usually

Language Case types Punctuations
U L T $ . , LY
English 7% 75% 18% | 90% 4% 5% 1%
Vietnamese | 5% 76% 19% | 90% 5% 4% 1%
German 5% 65% 30% | 87% 6% 6% 1%

Table 1. Capitalization and punctuation statistics

is a uppercase word), after some experiment we choose Con-
ditional Random Field layer to get the best performance. The
architecture of CapuBERT model is illustrated in the Figure
1.

3.2. Objective function

CapuBERT model is trained by using two unsupervised tasks
which are Mask LM and Mask Capu tasks. For each step, the
model loss is an equal sum of the loss values of two tasks.
The Mask LM is same as in BERT model [1]. For Mask Capu
task, we consider three different types of word forms which
are uppercase all letters in a word (U), uppercase first let-
ter in a word (T), and lowercase all letters in a word (L).
Each punctuation belongs to the word right before it. These
punctuations are period (‘.), comma (*,’), exclamation mark
(‘Y"), question mark (‘?”) and a special blank (‘$’) indicates
non-punctuation. In total we have 15 classes of capu labels.
The Mask Capu task leverages the Conditional Random Field
layer to predict the capu label of each word.

For a sequence x of 7' tokens, we first construct a cor-
rupted version Z by implementing capu masking and word
masking process. Let the masked tokens be Z and capu labels
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be c¢. The training objective is to reconstruct Z and predict ¢
from z:
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0

where m; = 1 indicates z; is masked word, otherwise m; =
0.

3.3. Optimization

We rely on the fairseq [13] framework to implement Capu-
BERT model. We set batch size of 4096 and a peak learning
rate of 0.0002. The model is then optimized by using Adam
[14] optimization. We train each experimented models ap-
proximately in 500k steps by using 8 GPUs V100.

4. EXPERIMENTS

4.1. Spoken data corpora

We employ the English, German, and Vietnamese corpus
from the CC100 dataset [15]. Statistically, the original En-
glish, German, and Vietnamese corpora contain 55.6B tokens
(300GB), 10.3B tokens (66GB), and 24.7B tokens (137GB)
respectively. In our work, these corpora are reprocessed by
keeping only alphabet character, number, and punctuation.
The corpora are then converted to spoken form by removing
capu information. We use BPE [16] algorithm to tokenize
input sentence to subword units.

Table 1 shows the statistics of case types and punctuation
proportion for each corpus. While the distribution of case
types is similar in both English and Vietnamese, the propor-
tion of uppercase words in German (35%) is higher than the
proportion of English and Vietnamese (25%). Roughly 10%
of words are followed by punctuations.

4.2. Experimental setup
4.2.1. Downstream tasks

We experiment CapuBERT model on three downstream
tasks: Part-of-speech (PoS) tagging, Named-entity recogni-
tion (NER) and Chunking (Chunk). For English and German,
we use the CoNLL-2003 dataset [17] while we make use of
the VLSP 2016 [18] dataset for Vietnamese. The original
version of these datasets is in the written form. Therefore,
in order to verify the effectiveness of the proposed model,
we transform all input text to spoken form by performing the
capu masking process as in the Figure 1.

To concrete the efficacy of the proposed in practice, we
extend experiment used the real Speech NER dataset. We
choose a rich resource language and a low resource language

to build the Speech NER dataset. For English, 9 people read
the CoNLL-2003 NER English test set (including 3453 sam-
ples with total 47k words) and produce 11 hours of audio. For
Vietnamese, we use dataset was proposed in [9] (4272 sam-
ples with total 242k words, 26 hours of audio). Processing
Speech NER data requires ASR to transcript speech to spoken
text. ASR module can introduce errors in text output, which
make it different from the reference text (that have ground-
truth NER tag). To align them, we use algorithm proposed
in [9]: If ASR output is right, the hypothesis entity tag was
remained. If the error type is deletions or substitutions, the
hypothesis tag of this word will become O. Else if error type
is insertions, the tag will be removed.

4.2.2. Pre-trained LM baselines

To show the effectiveness of our pre-trained CapuBERT on
the spoken text, we set up different evaluation scenarios
with other well-known pre-training LMs by using RoBERTa
model [6] with fairseq [13] framework. Pre-training LMs
are trained on different types of corpus (cased, uncased, un-
capu) in three different languages. Specifically, cased means
the corpus with all capu information; uncased means the cor-
pus with lowercase words only, and uncapu means the corpus
which is in the spoken form. Both RoBERTa,cqp, and
the proposed CapuBERT are trained on the uncapu dataset,
while CapuBERT trains jointly with the additional Mask
Capu objective. For the cased dataset, we utilize pre-trained
RoBERTa [6] and PhoBERT [19] models for English and
Vietnamese languages respectively, while we train remained
models from scratch on uncased and uncapu datasets.

4.2.3. Downstream task models

Following [1], in all three tasks of POS tagging, NER, and
Chunking, we append a linear prediction layer on top of pre-
trained LM since these tasks can be handle like a sequence
tagging problem. With cased model, we perform an addi-
tional step is capu restoration on the spoken text corpus of
downstream tasks. We employ SOTA capu restoration model
proposed in [9] to recover capu information for the text cor-
pus in the downstream tasks. Table 3 shows performances of
these capu restoration model in three languages.

4.3. Experimental results

Table 2 shows evaluation results of different pre-trained LMs
on three downstream tasks across three languages. The spo-
ken text makes previous pre-trained LMs challenging to
perform on downstream tasks. While RoOBERTa 44 (row 1)
performed worse on all three tasks via all three languages,
RoBERTa,,,cqseq (tow 3) obtained a better results than the
RoBERTa,, .4 since it can get familiar with lowercase text.
The RoBERTa,;,cqpy (row 4), even trained on the spoken text
with its original objective function, had a tiny gap compared

7504

Authorized licensed use limited to: KIT Library. Downloaded on June 04,2025 at 12:10:00 UTC from IEEE Xplore. Restrictions apply.



Model . English . . German 4 . Vietnamese .
Chunking NER PoS Tagging | Chunking NER PoS Tagging | Chunking NER PoS Tagging
RoBERTa 4 scq 81.19 85.22 91.42 86.43 63.26 92.89 90.79 78.25 89.41
RoBERTa,4scq + capu restoration 88.28 86.51 92.04 90.20 70.73 93.05 90.79 83.20 89.18
RoBERTa,cqsed 88.20 85.93 91.90 87.12 69.62 93.95 92.58 82.99 90.78
RoBERTay,capu 88.25 85.70 91.80 87.40 69.60 94.00 92.60 83.03 90.50
CapuBERT (our) 88.94 87.22 92.97 92.01 74.82 94.66 92.91 86.42 91.32

Table 2. Evaluation F1 scores of different pre-trained LMs fine-tuned on three downstream tasks. Model capu restoration

proposed by [9].

Model en vi de
Capu restoration [&] 89.91 8747 86.70
Capu restoration [#] 89.90 88.08 88.03

Table 3. Evaluation F1 score of capu restoration models: [é]
proposed by [9] compares with our [#] CapuBERT.

with the ROBERTa,,;,cqseq. Our CapuBERT, however learns
spoken text representation through Mask LM and Mask Capu
objective functions. The results show our proposed method
achieved state-of-the-art performance on all three down-
stream tasks across all three languages. In particular, the
CapuBERT had a significant improvement on the NER task
via all three languages (see column NER at row 5), demon-
strating the Mask Capu layer’s effectiveness in the proposed
model.

The capu restoration [9], followed by a RoBERTa ¢4
(row 2) obtained much better results than the ROBERTa ;.
Table 3 shows another strong ability of our proposed joint pre-
trained LM, in which our capu restoration [#] performed bet-
ter than the capu model [&] proposed in [9]. The capu restora-
tion [#], which is the Mask Capu CRF component in the pro-
posed model, can deal with spoken text from ASR module by
providing a correct text conversion. This verify the necessity
of the capu recovery layer, which not only brings useful capu
features into the learning process but also effectively restores
proper formatting text from spoken text.

Table 4 illustrates the result of doing NER on the spoken
text in practice. The spoken text is produced from Speech
NER dataset using Google Cloud Speech-to-Text API. The
word error rate for English is 7.55% and Vietnamese is 6.57%.
This table shows that by using CapuBERT, we can overcome
other pre-trained LMs in representing spoken text. So the
capu information embedded in CapuBERT works well in
practice.

5. CONCLUSION

In this paper, we have described a novel CapuBERT language
model to enhance the contextual representation of language
in the spoken form. We extensively experimented models on

Model en vi
ROBERTA, i cased 68.75  63.19 [&]
ROBERTayncapu 68.80 63.20
ROBERTa 4 scq + capu restoration  71.10  67.13 [é]
CapuBERT (our) 73.06 68.72

Table 4. Evaluation F1 scores of different pre-trained LMs
for doing NER on spoken text in practice. [&] reported by [9]

three downstream NLU tasks, including PoS tagging, NER,
and Chunking in English, German, and Vietnamese lan-
guages. Experimental results demonstrated that the proposed
CapuBERT model improve the performance and reduce the
complexity in performing NLU from ASR output on all eval-
uation scenarios.
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