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ABSTRACT lation. In prepared speech such as lectures and broadwest $en-

tences tend to be long and are often composed of syntagtanad

semantically independent units. Translating these lontesees as
a single whole, in addition to being computationally cunsoene,

might not be optimum.

The conventional approach in text-based machine traoslgiT)
is to translates complete sentences, which are convepiaditated
by sentence boundary markers. However, translation ofcépesmn-
not rely on such boundary markers and therefore new metheds a
required that define an optimal unit for translation. In {béper we
argue that translation performance can be improved by aptim
the translation segment length. Our experimental reshtis/ghat
choosing a segment length optimized for a particular MTesystan
obtain an improvement in BLEU score of up to 6% for Arabic latoa
cast news (BN) and 11% for broadcast conversation (BC) duata,
cating that segment length optimization helps for planredell as
for conversational speech. We also observed significamadaton
in translation performance with increasing word error (GH#ER).
Unfortunately, this degradation was not graceful. Sindegg&om
segmentation are related to WER, the segmentation opfiioiziae-
comes even more important. All these effects support owrraegt
for a tighter coupling between ASR and MT systems.

Different motivations have guided previous work in sentenc
segmentation as a pre-processing step in translation. tdaki3],
a technique was proposed to efficiently use training datalifisg
long training examples and improving model estimation ftatis-
tical Machine Translation (SMT). Sentence splitting hasrbased
to improve EBMT performance where longer sentence do ndd yie
good translation. [5] proposed a technique to split sem®rizy
matching sentences to those in corpus using editing distarite-
rion and show improvement in EBMT performance. However, no
results on effects of recognition errors were reported. 4h Ipng
sentences were split to reduce parsing complexity. Theoapprde-
scribed in [6] splits sentences before and during parsingpoove
translation performance for a Interlingua-based SpaRistilish MT

Index Terms— Automatic Speech Recognition, Statistical Ma- system. The above approaches, however, have focused dadimi
chine Translation, Sentence Segmentation, Optimum sedereyth ~ domain tasks and are not easily extendable to more difficuttadns

such as translation of broadcast news.

1. INTRODUCTION The goal of this paper is to show that sentence segmentation
has to be optimized taking into account the downstream proitet
will be applied. We investiage optimizing segmentationrpiove
granslation accuracy and show this approach improves @ed
performance. We study the extent and nature of degradatimaris-
lation with increasing Word Error Rate (WER) and how optiimiz
segmentation for translation can have compensating effechis

With significant growth in the performance of automatic spre®cog-
nition (ASR) over the past two decades, new problems in laggu
technology are being pursued that use the output of an ASR sy
tem as the input for other applications. These applicatinalside
speech translation and summarization, reading tutorlglia sys-
tems and rich transcription tasks. However, due to the speaus

nature of spoken language, sentences are not well definadhai-i degradation.

ten text. Since most of these systems require structurecid8R

output stream, segmenting ASR output into sentence-liks igan 2. MOTIVATION

intermediate step that has significant bearing on the dveeafor-

mance of the system. To motivate the discussions in this paper, we report redidta a

pilot experiment where we translated transcriptions of Gatcast
Previous work in sentence segmentation has focused ofrgpott conversation shows by considering 2 different methodsanfsiiat-
sentence boundaries as defined by humans and performantgwas ing sentences. In the first case, no segmentation was perdoefn
ically evaluated in terms of precision/recall or Sentencst drror fectively translating the complete sentence and in therska seg-
rates [1], [2]. While such measures may be appropriate¢brtran-  ment boundary was marked at commas and periods.
scription tasks, a system optimized to detect manually @ted sen-
tence boundaries has not been shown to be optimal for speseh t Table 1 shows the difference in translation performanceiokt

This work is partly supported by the Defense Advanced Rebear from segmenting sentences before translation. Tranglatirentire
Projects Agency (DARPA) under Contract No. HRO0011-06-2400 Any sentence was found to res_ult in a significantly lower BLEUreco
opinions, findings and conclusions or recommendationsessed in this ~ than when each sentence is segmented at a comma prior t@trans

material are those of the authors and do not necessarilcréfie views of  tion. This suggests that locating commas in addition togusrhelps
DARPA. define independently translatable regions within a seetama re-




For translation experiments, we used the Arabic-to-Ehgilwase-
ed SMT system developed at the ISL. This system wasdrame
3.4 million sentences from the Arabic-English bilinguatalaom-

Table 1. 'Effect of sentence segmentation using commas and perioo§als
in Broadcast conversation transcripts

|  Segmentationtype [ Avg. segmentlength | BLEU | prising the UN data and news corpora provided by the LDC. The
Complete sentence 18.4 17.33 language model for this system was trained on the Englighdfithe
Segment at every commp 9.9 20.49 above data containing nearly 100 million words. The optiaiin-

ment model combination parameters were obtained by peifigrm
Minimum Error Rate Optimization (MERO) [10] on the develop-
ment sets. Separate optimizations were performed for BNBhd
sults in improved translation. However, speech trangiagigstems ~ SNOWS.

work on output of an ASR system where no commas or period-infor
mation is provided and notion of punctuation for spoken lege

is unclear as evidenced in significant interannotator dessgent

[7]. Moreover, the errors in the recognition output alsotdbote e investigate the effect of segmentation on two differests of

4.2. Evaluation sets

to degradation in translation performance. Broadcast news and Broadcast conversion shows. The BCafata ¢
prised 4 Al-Jazeera shows ( dated 2005-02-18, 2005-02-0@5-2
3. SENTENCE SEGMENTER 03-01 and 2005-03-11 ) provided by the LDC. These shows are ty

cally moderated panel discussions of 30 minutes each. 3sivene
To perform sentence segmentation on ASR output, we use the aphosen as the test set and remaining one (2005-02-18) asvbEk d
proach followed in the ISL TC-STAR Spring 2006 evaluatiors-sy opment set. None of these shows overlap with training dad irs
tem. A detailed description of this approach can be foune [@t  ASR/SMT or the segmentation module. In all, the testset cmag
Pause duration at each word was obtained by computing tfee-dif of 359 sentences with an average sentence length of 16 wbrds.
ence between start time of a particular word and end timesopth-  BC data, we noticed that there were a few cases where sestence
vious word from the ASR first-best output. In addition to thising ~ were grammatically incomplete. This was either due to hésit
acoustic/prosodic features such as pitch and energy digieldtsig-  on the part of the speaker or due to interruptions from a jetres
nificant improvement over LM probabilities and pause dorati the show moderator. We processed the data to completelyesatio
such sentences. Although in real broadcast conversatsmasos,
Our experiments indicated that using the pause duratioacht e speaker overlap is rather common and a challenging probhem,
boundary to make a first pass decision before applying theéligdd  shall not deal with such situations in this paper. For experits on
in improving precision. Only those word boundaries whoseezo BN data, we used 2 shows of 20 minutes each from the RT-04-evalu
sponding pause lengths fell within a set range were coreidas  ation set (ALJ-20031208, DUB-20021211). These consistddd
candidates for segment boundaries. The range of allowahleep sentences with the average sentence length being 33 words.
duration was tuned on the development set. For these expaism
all boundaries with pause durations higher than 0.03 secand
lower than 0.76 seconds were considered for LM scoring. &hos 5. EXPERIMENTS AND DISCUSSION
lower than 0.03 seconds were hardcoded to be normal worddboun
aries whereas those above 0.76 seconds were consideredrgegnb.1l. Effect of sentence segmentation on translation
boundaries. Once the candidate segment boundaries atdiéten ] ]
using the above criterion, the question of whether to segorenot ~ First, manually segmented audio data was decoded and the firs
is decided by the LM probability scores. A thresheldn the ratio  best ASR hypotheses were obtained. Translation perforengorc
of log-likelihood of segment boundary to that of word bourydzan ~ these hypotheses forms the baseline for comparing segtieenta

be used to control the average number of segments per sentenc  translation performance. Next, using the above segmehtese hy-
potheses are further segmented by varyirig (1) to obtain different

_ Log-likelihood of segment boundary ) degrees of segmentations for each sentence. These segmegats
Log-likelihood of word boundary then translated independently using the ISL Arabic-EhgBVT
if § <= ~, then sentence boundary else word boundary system. To evaluate translation performance, for eacteseatin

the testset, a single translation hypothesis was formeainpbming
in the same order all the segment translations correspgndithat

4. EXPERIMENTAL SETUP sentence.

4.1. System overview We performed the above experiments for each of 3 BC shows

For our ASR experiments, the ISL Arabic ASR system was usgd [8 and 2 BN shows. Fig. 1 shows the translation performance with
The MFCC-based acoustic model of the ASR system was trainedifferent segmentation for the 2 BN shows. We quantify défe
on 190 hours of Arabic speech data of which broadcast caavers segmentations in terms of the average length of an input segm
tion comprised 60 hours, with the rest being the broadcassne With respect to the baseline, we see a steady improvemerithituB
component. The language model was trained on the Arabic gigascore as the average segment length decreases. The BLEY scor
word corpus with an additional small component containingad- ~ peaks when average segment length is about 8-9 words laeg, af
cast conversation transcripts from the web. The output effitist-  which it drops sharply and translation performance sufféhe rea-
pass speaker independent decoding was used in all our egues.  son for this is that while too long segments result in hetenegus
The 4-gram language model used in the sentence segmenter wasrases that are better translated separately, too skyonesgs cause
trained on 32 million words from the Arabic gigaword corpus. loss of context and thus result in poorer performance. Ftr e
shows, the optimum translation performance is obtainedifailar
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Fig. 1. Effect of segmentation on translation for Broadcast News
Basdline performance (no segmentation) for BN-1 and BN-2 is
marked

segment lengths. And in each case, a best performing ttemsla
better than the baseline by atleast 0.6 BLEU points.

5.2. Effect of sentence length

Next we investigated the effect of sentence length on setatien
for BC and BN data. Table 3 shows segmentation-translagofop
mance on BC data for different sentence length classes alihg
the optimum segment length (OSL) i.e, the segment lengtimgiv
highest BLEU scores. The bin size was determined on the bésis
the sentence length distribution. The baseline performawhich
corresponds to no segmentation, is also shown. Results gtaiw
for every sentence length class, BLEU scores improve wiheet
to the baseline. However, improvement in translation isensagnif-
icant in case of longer sentences.

Table 2. Segmentation performance per sentence length class - B!

data;Mu - Average sentence length ; OSL - Optimal segment length
inwords; NS- No Segmentation as baseline performance

<8 words 8-15words | 16-30 words | >30 words

Mu: 5.98 Mu: 11.92 Mu: 19.83 Mu: 34.45

NS: 8.02 NS: 7.23 NS: 7.89 NS: 8.32
OSL | BLEU | OSL | BLEU OSL | BLEU OSL | BLEU
59| 805 | 106| 7.78 | 16.9| 7.70 | 25.8| 8.35
58 | 804 | 100| 7.43 | 15.2| 768 | 22.6 | 8.55
54 | 778 | 8.6 7.27 | 12.3| 7.87 | 146 | 8.65
53| 775 | 7.3 758 | 8.7 7.99 9.0 8.66
49 | 749 | 6.3 6.90 | 6.9 7.63 7.1 9.06
46 | 735 | 54 | 6.98 | 5.6 6.45 5.8 8.54

Yet another observation is that irrespective of the sertérgth
class, the optimum segment length chosen is in the rangel6f 8-
words with the exception of the shorter sentence lengtls cldere
the average length itself is 5.98 words. This tends to sugbes
the optimal segment length for translation depends on #meskation
system parameters rather than the length of input sentdiatxe 2

shows the results for a similar analysis for the BN data. TWes-0
all trends are similar to those in BC data although optimghsent
length is in the range of 10-12 words. We believe that thisuis @
the difference in the structure of the sentence structur@fband
BC with BN.

Table 3. Segmentation performance per sentence length class - BN
data;Mu - Average sentence length ; OSL - Optimal segment length
in words; NS- No Segmentation as baseline performance

<15words | 16-30 words | 31-50 words | >50 words
Mu: 8.68 Mu: 22.78 Mu: 39.15 Mu: 64.54
NS: 12.99 NS: 12.80 NS: 12.33 NS: 12.00
OSL | BLEU | OSL | BLEU | OSL | BLEU | OSL | BLEU
9.1 | 1299 21.2| 12.86 | 29.4| 12.66 | 43.1 | 12.07
9.1 | 1299 194 | 1294 | 24.4| 12.64 | 30.9 | 12.06
9.1 | 1299 16.4| 13.25| 225| 12.75| 275 | 12.17
8.0 | 12.32| 12.4| 1353 | 13.0| 13.11 | 14.8| 12.55
6.7 | 11.40| 9.8 | 13.08| 9.8 | 13.63 | 10.5| 12.42
56 | 11.34| 74 | 1256 | 7.6 | 13.32| 7.7 | 12.25
51| 792 | 64 | 1277 | 65 | 1266 | 6.4 | 11.91
48 | 811 | 6.0 | 13.14| 6.1 | 12.72| 6.0 | 11.90

5.3. Effect of Word Error Rate

Since ASR is the first step in speech translation, recogniéc
rors propagate through the MT system degrading trans|atofor-
mance. Thus a sentence with more errors is, on average, ikelse |
to be inaccurately translated. So far however, the effedV&R
translation performance has not been clearly establiséstudy
this effect by comparing BLEU scores for sentences withedit
WERSs as shown in Fig. 2. To avoid the interfering effects, eg-s
mentation was performed, i.e. complete sentences werslatad.

Effect of WER on translation
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Fig. 2. Effect of Word Error Rate on speech translation

From Fig. 2, it is evident that there is significant degramtati
in translation performance with increasing WER, which ipented.
However, the deterioration is not uniform. Initially, tleeis a steep
fall in BLEU scores as the WER increases followed by a region



where degradation is steadier. As the WER increases beyaftd 3
translation performance drops steeply. This indicateswhie im-
proving WER should improve translation, the exact improgam
itself depends on how well we are already doing in terms of WER

Through experimental results on Arabic Broadcast Contiersa
and Broadcast News, we show that segmenting ASR output opti-
mizing for translation results in up to 11% and 6% improvetmen
in BLEU score for BC and BN data respectively. We also study
the degradation of MT performance with WER for BN and BC and

We then investigated the effect of WER on end-to-end systenfiypothesize that segmentation can compensate ASR erraréne

performance, i.e. by performing automatic segmentatidéorbérans-
lation. Table 4 and 5 show the translation performance aaddin-
responding optimum segment length for sentences in diff&éER
classes in BN and BC data respectively. Also shown is thelibase

performance, the distribution of WER and average WER foheac

class.

Table 4. Effect of WER on optimum segment length and BLEU for
BN data. OSL - Optimum segment length ; Bin size - percentage

of total sentences ; OS_-seg. - segmentation with optimum segment
length ; No seg. - No segmentation

WER(Avg) | Bin size OoSsL No seg. | OSL seg .
range (%) (words) | (BLEU) (BLEU)
0-10 (4.80) 13.37 15.41 20.00 21.05
10-20 (15.26)| 14.67 14.15 14.44 15.95
20-35 (26.24)| 31.84 11.51 13.09 13.64
35-50 (41.69)| 21.09 9.82 11.29 12.35
>50 (70.53) 19.10 5.03 2.71 3.75

We see that while segmentation improves translation padace
with respect to the baseline for every WER class, highergjaie
obtained for poorly recognized sentences. A related observis
that on average, shorter segments tend to be preferredamitan
errors increase. One of the possible reasons is that slsegerents
tend to isolate ASR errors during translation and preveor @ropa-
gation across the sentence thus localizing the effect adittwe. This
effect is likely to be more pronounced when complex SMT deced
that permit longer-range phrase reordering are used. TDiggto-
wards using ASR word confidence measures to guide trans)atio
topic for future study.

Table 5. Effect of WER on optimum segment length and BLEU for
BC data. O - Optimum segment length ; Bin size - percentage

of total sentences ; OS_-seg. - segmentation with optimum segment
length ; No seg. - No segmentation

WER(Avg) | Binsize OosL No seg. | OSL seg .
range (%) (words) | (BLEU) (BLEU)
0-10 (5.15) 0.2 16.25 18.54 18.59
10-20 (15.06) 18.2 12.85 10.24 10.50
20-35 (26.80) 25.7 14.70 9.27 9.52
35-50 (42.06) 17.9 5.26 5.61 6.43
>50 (70.60) 31.3 4.49 4.59 5.27

6. CONCLUSION AND FUTURE WORK

In this paper, we show that a complete sentence is not an optim
unit for speech translation. This is because a sentencenexajéy
composed of units that are coherent within themselves utrar

ited extent. In future work, we shall explore the use of ASR-co
fidence measures to improve segmentation-translatiomnpeahce
thus moving towards tighter coupling of ASR and MT systems.
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