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Abstract
There is a great potential for combining speech and gestures
to improve human computer interaction because this kind of
communication resembles more and more the natural commu-
nication humans use every day with each other. Therefore, this
paper is about the multimodal interaction consisting of speech
and gestures in an intelligent room. The advantages of using
multimodal systems are explained and we present the gesture
recognizer and the dialogue system we use. We explain how
the information from the different modalities is parsed and inte-
grated in one semantic representation.

1. Introduction
Nowadays, there is an increasing demand for a human centered
system architecture with which humans can naturally interact
so that they do no longer have to adapt to the computers, but
vice versa [1]. Therefore, it is important that the user can inter-
act with the system in the same way as with other humans - via
speech and gestures. This kind of multimodal human-machine
interaction facilitates the communication for the user of course,
whereas it is quite challenging from the system’s point of view.
For example, we have to cope with spontaneous speech and
gestures, bad acoustical and visual conditions, different dialects
and different light conditions in a room and even ungrammati-
cal or elliptical utterances which still have to be understood cor-
rectly by the system. Therefore, we need a multimodal interac-
tion where missing or wrongly recognized information could be
resolved by adding information from other knowledge sources.

Within the European Union funded project FAME (Facili-
tating Agent for Multicultural Exchange), we are developing an
intelligent meeting room which serves as an information but-
ler; it assists the user by providing information, switching on or
off different devices, playing media files, retrieving information
in the internet, giving some information on the available me-
dia which could be played, displaying some pictures or video
streams via a beamer, making tea or coffee, informing the user
about the general abilities of the system, etc. Meetings and lec-
tures can take place in this room and whenever the users ex-
plicitely or implicitely require additional information from the
room or tasks to be done by the room such as changing the state

of a device in the room, this information butler comes into con-
sideration.

This paper is about multimodal dialogue management with
integrated speech and gestures for a successful human machine
communication in intelligent rooms. The following section
gives an overview of the advantages of using speech and ges-
ture in multimodal interaction and the reasons why multimodal
interaction is more efficient for the user than unimodal one are
explained in detail. The third section deals with our dialogue
system ARIADNE and its resources for dialogue processing.
Then the gesture recognizer is shortly explained. In the fifth
section, we describe how multimodal parsing works and how
the different modalities are integrated. The sixth chapter con-
tains a conclusion and an outlook of further activities in this
area.

2. Advantages of multimodal interaction
A classical example for multimodal man machine interaction
with speech and gestures is Bolt’s ”Put that there” [2]. Since
that time, lots of research has been done in the area of speech
recognition and dialogue management (For more details see [3],
[4], [5], [6]) so that we are now in the position to integrate
continuous speech and to have a more natural interaction. Al-
though the technology was much worse in these times, the vi-
sion was very similar: to build an integrated multimodal archi-
tecture which fulfills the human needs.

The two modes can complement each other easily so that
ambiguities can be resolved by sensor fusion. This complemen-
tarity has already been evaluated by different researchers such
as [6], [7], etc. and the results showed that users are able to
work with a multimodal system in a more robust and stable way
than with a unimodal one. Both modes could therefore serve
for mutual disambiguation. For example, gestures can easily
complement to the pure speech input for anaphora resolution.
From a purely linguistic point of view, it is quite difficult to re-
solve pronouns because there are often different candidates for
the antecedent of the pronoun in the discourse. This task is of
course a lot easier with complementing pointing gestures which
determine about which object the user is talking.

Another reason for multimodal interaction, as explained in



[8], is the fact that in some cases the verbal description of a
specific object is too long or too complicated compared to the
corresponding gesture and in these cases humans tend to prefer
deictic gestures than spoken words. On the other hand, there are
also some cases where deictic gestures are not used because the
object in question is too small, it is too far away from the user,
it belongs to a group of objects, etc.; here, also the principles
of Gestalt theory have to be taken into account which determine
whether somebody pointed to a single object or to a group of
objects eg. (for more details on Gestalt theory see [9]).

Besides, there is also empirical evidence for the fact that
the user performance is better in multimodal systems than in
unimodal ones, as explained in [6], [10], [5] etc. Of course, it is
not per se better to have a multimodal system than a unimodal
one, but it depends on the type of action being performed by the
user. As already mentioned by [11], gesture input is advanta-
geous, whenever spatial tasks have to be done. Although there
are no actual spatial tasks in our case, there are some situations
where the verbal description is much more difficult than a ges-
ture and in these cases, users prefer gestures.

Speech seems to be the more important modality which is
supported by gestures as in natural human human communi-
cation [12]. This means that the spoken utterance guides the
interpretation of the gesture; for example, the use of demonstra-
tive pronouns indicates the possible appearance of a gesture.
Furthermore, different studies can be found which prove that
speech and gestures are coexpressive (see for example [13] or
[14]) which means that they present the same semantic idea,
although different modalities are used. Therefore, multimodal
fusion should be done on semantic level and not on the level of
the modes as it is done in [2] for example.

Different classifications of gestures can be found in the lit-
erature (cf. [13], [14], etc.). Most of them order the gestures ac-
cording to their function from pure gesticulation via semaphoric
gestures to real sign language. For the time being, we want to
concentrate on deictic gestures as a good starting point for the
multimodal integration. But since these gestures only represent
a small part of the whole human computer interaction [11], the
system will be extended to handle all the different types of ges-
tures and also other information given by cameras as well.

The advantage of using multimodal systems compared to
unimodal ones lies not only in the fact that there are more effi-
cient, but also the number of task-critical errors can be reduced,
the systems are more flexible and most of the users prefer mul-
timodal systems [11]. Furthermore, as we have already seen,
the combination of both modalities depends very much on the
semantics. It has also already been evaluated that multimodal
input seems to be complementary in content, not redundant [11]
which means that the combination of both modalities has to take
into account both modes at the same time.

3. The dialogue manager ARIADNE
We use the language and domain independent dialogue manager
ARIADNE [15]. This dialogue manager is specifically tailored
for rapid prototyping because only the domain and language
dependent components have to be implemented for a new ap-
plication, whereas the general concepts are already available
and can be reused. Therefore, vectorized context-free gram-
mars and inheritance mechanisms are used which are explained
below. Besides, possibilities to evaluate the dialogue state and
general input and output mechanisms are already implemented
which can then be applied in the actual application.

Furthermore, multidimensional feature structures are used

Figure 1: The Dialogue Manager and its Resources

[16] which means that not only semantic information can be
saved at the nodes of the tree but also information on the input
modality and for example also confidence measures of this in-
put. In this way, it is possible to ask the user specifically for the
words which could only be recognized with a very low confi-
dence measure for example.

The dialogue manager uses different kinds of task and do-
main dependent resources (see figure 1): An ontology, a speci-
fication of the dialogue goals, data base rules, a grammar and
generation templates. Besides, the dialogue strategy decides
how new information could be interpreted and integrated.

3.1. Dialogue grammar and domain model

First of all, the input of the user is parsed by means of a context-
free grammar which is enhanced with information from the do-
main model. This domain model contains all the different con-
cepts the system knows for understanding the users’ utterances;
it is build up as an ontology with objects, actions and properties
which could inherite from each other. Therefore, it is also pos-
sible to access the domain independent general ontology which
consists of concepts such as different speech acts and general
goals, objects and properties from which specific objects, ac-
tions and properties could then inherit in the domain dependent
part. This combination of grammar and domain model is pos-
sible by means of the vectorized context-free grammars which
consist of non-terminals of n-dimensional vectors of partially
organized elements [17].

Furthermore, it is in this way also possible to separate syn-
tactic from semantic information in the grammar. Because of
this separation, the re-use of syntactic information is possible.
Therefore, the construction of complex noun phrases for exam-
ple can be found in a general part of the grammar whereas the
actual semantic instantiations of the objects are in the domain
dependent part.

This grammar used by the dialogue manager can be con-
verted in a non-vectorized context-free grammar and used in
this way by the speech recognizer so that both components use
the same linguistic knowledge base.

3.2. Task model

The task model specifies dialogue goals which can be seen as
the description of a form which is filled by means of the dia-
logue between human and machine [15]. This means that the
dialogue goals are specified by the information the user gives
in the discourse and that they consist of objects, actions and
properties which are defined in the ontology. Therefore, the di-
alogue goals are the connection between the domain model and
the services the dialogue manager can execute.

If a dialogue goal is recognized, the dialogue manager



searches for the corresponding parameters in the discourse, such
as objects, properties and actions. If the feature structure is still
underspecified, a clarification dialogue is initiated.

3.3. Generation templates

All the information from the room to the user is given in natural
language. Therefore, so called generation templates are used in
which the utterance of the dialogue manager depending on the
dialogue state and the current situation is defined. This dialogue
state is defined by the information in the dialogue goals [15].

Therefore, in these generation templates it is determined on
one hand what the room asks the user in which situation and on
the other hand, it is specified here what the dialogue manager
expects as an answer and how this new information is integrated
in discourse.

3.4. Databases

The database contains objects which are in the room and their
properties. In this way, the dialogue manager can search for dif-
ferent instances of objects and their places in such a database.
This is of special importance for the integration of gesture in-
formation in the dialogue manager, as you will see below.

3.5. Dialogue strategy

Finally, the dialogue strategy defines how the different kinds of
information are evaluated in a specified dialogue state. It con-
sists of different interaction patterns which define how informa-
tion can be added respectively deleted in the discourse.

4. The gesture recognizer
The gesture recognizer detects pointing gestures by means of a
stereo camera in the room. Therefore, a user model is created
first which consists of the positions of the head and the hands of
the user. Pointing gestures can then be recognized in real time
by means of Hidden Markov Models which has been trained on
example trajectories. The determination of the pointing direc-
tion is done by the line from head to hand.

The gesture recognizer sends the point of the user’s hand
and the pointing direction to the dialogue manager which
searches in its database of all the objects in the environment
whether it is pointed to a specific object it knows or not. If no
object can be found, at which the user might have been pointed,
the gesture event is ignored and it is assumed that it was an ac-
cidental gesture; therefore, the error of the ideal line pointing
to this special object is calculated and if the error is more than
�����

, it is assumed that the user did not want to point to this
object. If an object is found at which the user might have been
pointed, but the confidence is quite low, the dialog manager asks
the user whether he really meant this object. And if the error is
of course low, it is assumed that the user wants to point to this
object and the semantic representation of this object is put in the
discourse of the dialogue manager and this information can then
be unified with the information from the speech recognizer.

5. Multimodal integration
First of all, a short example should illustrate the advantages of
multimodal interaction in such an intelligent room: When the
user enters the room, the system asks him what it can do for
him. The user can then give some explicite commands, such
as switching on the beamer he points to, or he can ask for help
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Figure 2: Multimodal Integration of Speech and Gestures

when he does not know how to connect his laptop to the beamer
for example. Besides, implicite commands are also recognized
by the system; this means that when the user complains for ex-
ample that it is too dark in the room, the system will ask him,
whether it should switch on the lights. Furthermore, the user
can point to the VCR for example and asks what the system can
do with this device, and the system answers that videos can be
played, recorded, etc. This means that the user can interact with
the room in the same way as with a human assistant helping him
with the different technical devices.

There are different possibilities how speech and gesture are
combined and how they interfere in multimodal interaction:

� Speech only: The user just says something without using
his hands at all.

� Gesture only: The user is pointing to a specific object;
he might also say something, but this does not carry any
additional semantic information. This is above all the
case when the user answers to a clarification question
from the dialogue manager. For example, imagine that
the room understood that the user wanted to switch on
something, but did not understand which object should
be switched on; then the dialogue manager asks the user
“What do you want me to switch on?” and the user points
to the object and says “this one”. In this case, the gesture
carries all the information and the dialogue manager can
even ignore the speech input.

� Speech and Gesture: The user says something and points
to a specific object. In this case, both input streams have
to be merged, as you can also see on figure 2, where the
user says “dim this lamp a lot” and points to the lamp
at the same time. In this case, the information from the
speech input is the action to be executed, whereas the ob-
ject which should be manipulated is given by the gesture.

Of course, the first two possibilities are actually unimodal,
the only problem here is that additional information from the
other modality has to be ignored. But the actual multimodal
interaction lies in the third possibility. In this case, both in-
formation have to be merged semantically, regardless of their
modality.

More specifically, this means that both recognizers, the
speech recognizer and the gesture recognizer, send their input
to the dialogue manager and then the input from the speech rec-
ognizer is analysed by means of the context-free grammar and
the domain model and a semantic representation is constructed
and compared against the dialogue goals. At the same time, the
information from the gesture recognizer is processed by the di-
alogue manager and it is checked whether the user might have



been pointed to an object in the room. If so, the semantic rep-
resentation of this object is also put in the discourse and the
information is unified.

Furthermore, there are special dialogue goals which com-
pare whether the gesture and the spoken object matches. In this
way, the semantics of the different modalities can be taken into
account.

The difference compared to pure spoken dialogue manage-
ment lies in the fact that now two input streams have to be con-
sidered at the same time - or nearly at the same time taking into
account that there is empirical evidence that gestures normally
precede the corresponding spoken utterance [11]. Therefore, we
are able to process two input streams at one turn which are then
interpreted jointly for the sake of the multimodal interaction.

6. Conclusions
The system presented here is a first step towards a complete
multimodal interaction with speech and gestures in intelligent
rooms. We started with a combination of speech and pointing
gestures and showed in this scenario how both modalities can
be successfully integrated by taking into account the semantics
of the information from the different modalities.

By means of such an information butler in intelligent
rooms, we want to cut the cord that tied users of a multimodal
system to classical input devices such as mouse, pens or other
pointing devices and let them use just their hands which leads
to a more natural and easier communication of course. Future
work will be done in the area of integrating more cameras to be
able to analyse also other gestures and focus of attention. Be-
sides, the possibility to use two or even more gestures during
one utterance will be integrated.

An interesting research topic for the future is also the
assertion that multimodal speech is different from unimodal
one which means that within multimodal interaction language
seems to be briefer and syntactically simpler [11].

Furthermore, there is some empirical evidence that there are
large individual differences between users in timing of speech
and gestures: Some tend to show a simultaneous behaviour
whereas others are interacting more in a sequential way [11].
But since this study was done with pen input and not with real
gesture input which is of course more natural, it might be inter-
esting to see whether these individual differences could also be
noticed in our system. Then user models could be used to help
here.
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