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Study of Human Gesture Recognition by Integrating Face and Hand Motion Features
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1. Introduction

In order to understand natural human sign gesforedduman
Computer Interaction (HCI), it is necessary and irtgour to
recognize the multimodal nature of the visual ceiesh as hand
motion, facial motion, body pose, etc., which ioWm to be a
very challenging task. Our strategy to implementirgegrated
system that aims at extracting sufficient informati for
recognizing human gestures selected from sign Egguelies on
three modules. The first module uses active appearanodels
for detailed face tracking, allowing the quantifioa of facial
expressions such as mouth and eye aperture andoayeise.
The second module is dedicated to hand motion stateting
using color and trajectories. Finally, the thirddaote combines
the information coming from the first two modules provide
robust human gesture recognition.

2. System Overview

Human gestures include different components ofatiaations
such as motion of hands, face, and torso, to comagning. So
far, in the field of gesture recognition, most poess work has
focused on the hand gestures. In this paper, weeptean
appearance-based multimodal gesture recognitiomefrark,
which combines different groups of features suches motion,
facial expression and hand motion which have bed¢raaed
from the images captured directly by a web caméha. system
refer 12 classes of human gestures with facial esgion
including neutral (e.g. a sign "feel"), negativeg(e€'angry") and
positive (e.g. "excited") meanings from American grBi
Languages. Active Appearance Model [1] is used detailed
face tracking, allowing the quantification of fdcexpressions
such as mouth and eye aperture and eyebrow rigehé&md
motion understanding, we use color and trajectotiest are
described in Section 3. The system then can comhméeatures
in two different levels. At the feature level, aarly feature
combination can be performed by concatenating featu
extracted from face and hands, and employing Statisnodels
to choose the most discriminate elements from tmbined
feature set. At the decision level, weighted dedisifrom single
modalities can be fused in as late stage.
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3. Face and Hand Motion

3.1 Facial Features

Facial expressions and head motion play an impbrtda in
human gestures. In the initial work [3], some haedtures are
ambiguous in isolation, and need to be accomparigd
appropriate facial expressions in order to convegpacific
message. For face and hand feature extractioral fparameters
such as eye and mouth apertures can be inferred fhe
configuration of a set of relevant facial featumsasch as the
positions of fiducially points on eyelids and lipgctive
Appearance Model (AAM) is a statistical generativedel.
Shape and texture variations of the human face elsas the
correlations between them are learned from a sexaple face
images, on which corresponding “landmark” pointsyeh&o be
marked priori. Here, Active Appearance Model isduse track
such facial features for the face tracking syst&in FFitting the
AAM to an input image is done by finding the valuefsthe
parameters that minimize the difference betweersym¢hesized
model image and the input image using a gradiestelg-based
approach.

A shape in AAM is defined as a set of normalized fabial
landmarks. An instance of the linear shape model ba
represented aszso+zin=1 p.S . whereSis the mean shape,
S is the i shape basis, an® =[p,, p,,....p,] are the shape
parameters. The texture model is defined insidemtban shape,
which explains the variations in texture causedchgnges in
illumination, identity, and expression, etc. It megents an
instance appearance /%.SA)+Z:1:1/LA, where A, is the mean
appearanceA is thej™appearance basis, add=[1,,4,,....4,]
are the appearance parameters.

3.1 LDA-based Feature

The complete framework of the face tracker is cosepoof an
offline part where the face model is built that @ons all the
facial appearance variation information as wellpasprocessed
data for the step of fitting, and using this moieirack the facial
features. Since the fitting method is a local deaAM is
initialized by the face detector [4]. Eye and mouatbertures
shown here are quantified by the normalized ardhetontours
delimited by eye and mouth point features respelstiv
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(a) Satisfied (b) Happy (c) Neutral

Fig.1. Samples of Tracked AMM Shape and Normalized
Texture for Different Facial Expression (Upper réwiM
Shape; Lower row: Normalized Texture [Appearance])

3.2. Hand Motion Features

In each frame of the video sequence, we segmenirrtage
using the color database so that the body bloke fdob and
hand blobs are obtained. Based on positional irdtdon on

these blobs, we construct HFLC (Human-Following Illoca

Coordinate) system, which follows the human bodyhm video
sequence [3].
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(a) Happy (Hand overlapping case)
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(b) Satisfied

Fig.2. Samples of Extracted Hand Trajectories (Uppe:
hand trajectories of “happy”; Lower row: hand trdggies of
“satisfied”)

By obtaining the hand’s trajectory with respect he HFLC
system, the effect of the camera motion is suppte$om the
obtained trajectory. A hand trajectory motion mo¢drMM)
database stores hand gestures to be recognizedge vihe
database is constructed using the trajectorieseohands. Based
on the constructed HFLC system, the temporal mogetifha
gesture is important since human gestures are dgrocesses.
Psychological studies show that a hand gestureisters three
phases. These phases are: Preparation, Nucleu®Retrattion.
Every hand gesture in the experiment consists eéehthree
strokes. To construct models for the gestures, gasture was
performed approximately half a dozen times andtthgectories
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were manually aligned and the mean trajectorie® wemputed.
A standard deviation from the mean trajectories vedso
computed for each curve. Some examples of the ctoaje
models for each gesture are shown in Fig. 2. Kig) €hows that
even the face-hand overlapping case can be aclueateacted
by HFLC.

4. Feature Combination

We get the facial parameter (shape parameter andatized
texture parameter), which is described in SectionG8sture
feature is built by face feature acquired from shparameter and
texture parameter and hand trajectories. For faatufe, linear
discriminate analysis (LDA) is used for feature dimional
reduction and to select discriminative features.oTelifferent
combination strategies can be employed to fusarnteemation
coming from face and hands. The first one is atufealevel by
combining the feature vectors extracted from fage hands. A
statistical method can be used afterwards to seleEtmost
discriminative features for classification. The aed one is at
decision level by combining the classification s=omf each
modality.

5. Conclusion

We proposed an integrated framework that aims @hetng
multimodal information for recognizing human gestuselected
from sign language. AAM is used to extract facialtion feature
to capture face expression and pose informatiomedii
discriminate analysis is used to select most disnative facial
features for gesture recognition. Hand trajectodes obtained
with respect to the HFLC system. The system canoéxpbth

feature level and decision level fusion strategies.
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