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1 Introduction

It is a common experience in our modern world, for us humans to be overwhelmed
by the complexities of technological artifacts around us, and by the attention they de-
mand. While technology provides wonderful support and helpful assistance, it also
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causes an increased preoccupation with technology itself and a related fragmenta-
tion of attention. But as humans, we would rather attend to a meaningful dialog and
interaction with other humans, than to control the operations of machines that serve
us. The cause for such complexity and distraction, however, is a natural consequence
of the flexibility and choice of functions and features that technology has to offer.
Thus flexibility of choice and the availability of desirable functions are in conflict
with ease of use and our very ability to enjoy their benefits. The artifact cannot yet
perform autonomously and therefore requires precise specification of every aspect
of the machine’s behavior under a variety of different user interface conventions.
Standardization and better graphical user interfaces, multimodal human-machine
dialog systems including speech, pointing, mousing have all contributed to improve
this situation. Yet, they have only improved the input mode, but not provided any
proactive, autonomous capabilities of the artifact, and still force the user in a human-
machine interaction loop at the exclusion of other human-human interaction.

To change the limitations of present day technology, machines must be engaged
implicitly and indirectly in a world of humans, or: We must put Computers in
the Human Interaction Loop (CHIL), rather than the other way around. Comput-
ers should proactively and implicitly attempt to take care of human needs without
the necessity of explicit human specification. If technology could be CHIL-enabled,
a host of useful services could be possible. Could two people get in touch with
each other at the best moment over the most convenient and best media, without
phone tag, embarrassing ring tones and interruptions? Could an attendee in a meet-
ing be reminded of participants’ names and affiliations at the right moment without
messing with a contact directory? Could computers offer simultaneous translation
to attendees who speak different languages and do so unobtrusively just as needed?
Can meetings be supported, moderated and coached without technology getting in
the way? Human secretaries often work out such logistical support, reminders, and
helpful assistance, and they do so tactfully, sensitively and sometimes diplomati-
cally. Why not machines? Clearly, it is a lack of recognition and understanding of
human activities, needs and desires and an absence of learning, proactive, context-
aware computing services that limit machines’ ability to specify their own behavior
and serve people implicitly.

To change the status quo, a consortium of 15 laboratories in 9 countries has
teamed up to explore what is needed to build usable CHIL computing services.
Supported under the 6th Framework Program of the European Commission, the
CHIL consortium has been one of the largest consortia working on this problem. It
has developed a research and development infrastructure by which different CHIL
services can be quickly proposed, assembled and evaluated, exploiting a User Cen-
tered Design approach to secure that the developed services answer real users’ needs
and demands. Examples of prototype services are 1.) the Connector (a proactive
phone/communication device), 2.) the Memory Jog (for supportive information and
reminders in meetings), 3.) collaborative supportive workspaces and meeting moni-
toring. Under the CHIL paradigm the consortium also experimented with new ideas
for CHIL services based on the background of the partners (e.g. recently, a simulta-
neous speech translator for the lecture domain).
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To realize such CHIL computing, the work of the consortium concentrated on
four key areas:

• Technologies: Proactive, implicit services require a good description of human
interaction and activities. This implies a robust description of the perceptual
context as it applies to human interaction: Who is doing What, to Whom,
Where, How, and Why. Unfortunately, such technologies – in all of their re-
quired robustness – do not yet exist, and the consortium identified a core set
of needed technologies and set out to build and improve them for use in CHIL
services.

• Data Collection and Evaluation: Due to the inherent challenges (open environ-
ments, free movement of people, open distant sensors, noise, ...), technological
advances are made under an aggressive R&D regiment rounded off by world-
wide evaluation campaigns. In support of these campaigns, data from meetings,
lectures, seminars held in offices and lecture rooms has been collected at 5 dif-
ferent sites, and metrics for technology evaluation defined.

• Software Infrastructure: A common and defined software architecture serves to
improve inter-operability among partners and offer a market driven exchange of
modules for faster integration.

• Services: Based on the emerging technologies developed at different labs, using
a common architecture, and within a User Centered Design framework, CHIL
services are assembled and evaluated. In this fashion, first prototypes are con-
tinuously being (re-) configured and the results of user studies effectively ex-
ploited.

In the following, we review some of the highlights of each of these critical compo-
nents of CHIL service design.

2 Audio-Visual Perceptual Technologies

The user-centered approach of CHIL-enabled environments requires a wide range
of audio-visual (AV) perceptual technologies in order to place the Computer into
the Human Interaction Loop. Such technologies are necessary for the computers
to exhibit context- and content-awareness, and can be further facilitated by cogni-
tion tools, for example situation modeling, strategy and planning to decide on the
most adequate interaction. The latter will be discussed in the software infrastructure
section of this chapter (Sect. 4).

Multimodal interface technologies “observe” humans and their environments by
recruiting signals from the multiple AV sensors of the CHIL smart rooms to detect,
track, and recognize human activity. The analysis of all AV signals in the environ-
ment (speech, signs, faces, bodies, gestures, attitudes, objects, events, and situations)
provides the proper answers to the basic questions of “who”, “what”, “where”, and
“when”, that can drive higher-level cognition concerning the “how” and “why”, thus
allowing computers to engage and interact with humans in a human-like manner
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using the appropriate communication medium. Research work by the CHIL con-
sortium on a number of such technologies is described next. All these technologies
are rigorously evaluated on a regular basis within international evaluations, such as
the Rich Transcription Spring 2006 (RT06s) and 2007 (RT07) evaluation campaigns
[39, 75] and the CLEAR – Classification of Events, Activities and Relationships –
evaluation [21, 85, 84] (see also Sect. 3).

2.1 Speech Recognition

Speech is the most critical human communication modality in the CHIL seminar and
meeting scenarios of interest. Its automatic transcription is of paramount importance
to real-time support and off-line indexing of the interaction, for example providing
input to the higher-level technologies of summarization and question answering. In
the spirit of ubiquitous computing, the goal of automatic speech recognition (ASR)
in CHIL is to achieve high performance using far-field sensors. Therefore, despite
the maturity of ASR technology, the CHIL scenarios present significant challenges
for state-of-the-art systems. Such are, for example, the presence of speech from
multiple speakers with varying accents and frequent periods of overlapping speech,
a high level of spontaneity with many hesitations and disfluencies, and a variety of
interfering acoustic events, such as knocks, door slams, steps, cough, laughter, and
others.

The CHIL data are comprised of interactive seminars, held inside smart rooms
equipped with numerous acoustic and visual sensors. The acoustic sensors include a
number of microphone arrays located on the walls (typically, at least three T-shaped
four-microphone arrays and at least one linear 64-channel array), as well as a num-
ber of table-top microphones (at least three). The latter provide the basis of the mul-
tiple distant microphone (MDM) primary condition of interest in the development
of far-field ASR technology. In addition to these sensors, most meeting participants
wear headset microphones to capture individual speech in the close-talking condi-
tion.

Three CHIL partner sites, IBM, LIMSI, and UKA-ISL, have been actively in-
volved in the effort to develop robust ASR technology on such CHIL data. Al-
though the sites primarily worked on their ASR systems independently of each
other, all systems contain a number of standard important components. At the lower
level, these include feature extraction and enhancement. ASR systems typically uti-
lize Mel frequency cepstral coefficients (MFCCs) [24], or perceptual linear predic-
tion (PLP) [46] features. Additional techniques include linear discriminant analysis
(LDA) [44], a maximum likelihood linear transform (MLLT) [43], feature normal-
ization steps, such as variance normalization and vocal tract length normalization
(VTLN) [3], as well as a novel feature extraction technique developed by UKA-
ISL, which is particularly robust to the changes in fundamental frequency [97].

At a higher level, for acoustic modeling, all systems made use of hidden Markov
models (HMMs) estimated with the expectation maximization (EM) algorithm
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(maximum likelihood training) [26], followed by discriminative model training us-
ing maximum mutual information (MMI) [71], or the minimum phone error (MPE)
approach [72]. A number of adaptation techniques were also employed, ranging
from maximum a-posteriori estimation (MAP) [41] to maximum likelihood linear
regression (MLLR) [62], feature-space MLLR (fMLLR), or speaker adaptive train-
ing (SAT) [2]. Most ASR systems used a multi-pass decoding strategy, where a
word hypothesis was employed for unsupervised model adaptation prior to the next
decoding pass. For language modeling, different n-gram language models (LMs),
with n = 3 or 4, have been employed by the CHIL sites. These LMs were typically
developed separately for various data sources, and were subsequently linearly inter-
polated to give rise to a single model. Most often, CHIL and other meeting corpora
were employed for this task. An important part relevant to the language modeling
work, is determining the recognition vocabulary and the pronunciations, particularly
to model foreign accented speech. The use of a connectionist LM [76], shown to be
performant when LM training data is limited, was also explored at LIMSI. Finally,
an important aspect of all systems was the combination in the recognition process
of the available information coming from the multiple available acoustic sensors.
Both decision and feature fusion approaches have been employed for this purpose,
for example beamforming [98] and ROVER [38].

The CHIL partner sites involved in ASR work have made steady progress in the
CHIL domain, as benchmarked by yearly technology evaluations. During the first
two years of CHIL, the consortium evaluated ASR internally with a first dry-run
held in June 2004, followed by an “official” evaluation in January 2005. Subse-
quently, the three ASR CHIL sites participated in the Rich Transcription evaluations
of 2006 and 2007 – RT06s [39] and RT07 [75]. These international evaluations were
sponsored by NIST and attracted a number of additional external participants. The
evaluations have provided a quantitative measure of progress over the years. For
the far-field ASR task, for example, the best system performance improved from a
word error rate of over 68% in the 2004 dry run to approximately 52% in the CHIL
2005 internal evaluation, and from 51% in RT06s down to 44% in RT07. These
improvements were achieved in spite of the fact that the recognition task became
increasingly more challenging: Indeed, from 2005 to 2006, multiple recording sites
involving speakers with a wider range of non-native accents have been introduced
into the test set. Furthermore, both in 2006 and 2007, the degree of interactivity in
the data has significantly increased.

In addition to ASR, two other relevant technologies were investigated, namely
speech activity detection (SAD) and speaker diarization (SPKR) – also known as the
“who spoke when” problem. Both SAD and SPKR constitute crucial preprocessing
components of state-of-the-art ASR systems, and are important for fusion with other
CHIL perceptual technologies, for example, acoustic based speaker localization and
identification. In particular, they locate the speech segments that are processed by
the ASR systems, and attempt to cluster homogeneous sections, which is crucial for
efficient signal normalization and speaker adaptation techniques.

SAD technology has been investigated by many CHIL partners (AIT, FBK-irst,
IBM, INRIA, LIMSI, UKA-ISL, and UPC) that explored various approaches dif-



1076 Waibel et al.

fering in a number of factors: For example, in feature selection (MFCCs, energy-
based, combined acoustic and energy based features, etc.), the type of classifier
used (Gaussian mixture model classifiers (GMMs), support vector machines, lin-
ear discriminants, decision trees), the classes of interest and channel combination
techniques. Similarly to ASR, these components have been evaluated in separate
CHIL-internal and NIST-run evaluation campaigns. In the RT06s evaluation, the
best systems achieved very encouraging error rates of 4% and 8% for the con-
ference and lecture subtasks, respectively, when calculated by the NIST diariza-
tion metric. A number of CHIL partner sites have also developed SPKR systems
(AIT [73], IBM [48, 47], LIMSI [101, 102], and UPC [63]), exploring a variety
of research directions, including exploiting multiple distant microphone channels,
speech parametrization, as well as segmentation and clustering [63, 4, 102].

2.2 Person Tracking

The localization and tracking of multiple persons behaving without constraints, un-
aware of audio/video sensors, in natural, evolving and unconstrained scenarios, still
poses significant challenges to the current state-of-the-art in tracking technologies.

Fig. 1 Example screenshot of a person tracking system running on CHIL data (image taken from
[17]).

Video-based tracking techniques have to deal with varying illumination, shad-
ows, occlusions, changing target appearances, the lack of color constancy, and so
forth. While these difficulties are inherent to some degree in all kinds of visual
tracking tasks, the problem posed by occlusions becomes particularly severe here,
when observing multiple persons in a small crowded space. Close proximity to the
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capturing cameras may cause persons to occlude others; partial occlusions by fur-
niture, such as tables and chairs, are very common. The choice of reliable features
for tracking is also not straightforward. Changes in the foreground support may be
caused by person parts of varying sizes, by other objects, such as moved chairs, by
projection surfaces, etc. The use of color or edge features on the other hand pre-
sumes that person-specific appearance models are available. These can, however, be
difficult to initialize or maintain for every new acquired target.

The primary constraint in audio-based localization and tracking, using distantly
placed microphone arrays, is that the target person needs to be an active speaker.
In most practical scenarios, this limits applications to the tracking of one person at
a time, with further difficulties caused by the variety of acoustic conditions (e.g.,
room acoustics and reverberation time) and, in particular, the undefined number of
simultaneous active noise sources and competing speakers.

In addition to single modality tracking, audio-visual tracking approaches were
also researched, to measure the advantage of modality fusion. The challenges here
lie in the balancing of the modalities and in the fusion algorithms themselves, as
measurements from different types of sensors come with varying levels of confi-
dence, at different frequencies, and may not always be available at all times (e.g. for
visually occluded persons or for silent audience members).

One of the key problems that needed to be solved, for visual, acoustic and mul-
timodal tracking alike, was the definition of performance evaluation procedures for
multiple object trackers. The defined metrics, usable for single or multiple object
tracking alike, judge a tracker’s performance based on its ability to precisely esti-
mate an object’s position (Multiple Object Tracking Precision, MOT P) and its abil-
ity to correctly estimate the number of objects and keep correct trajectories in time
(Multiple Object Tracking Accuracy, MOTA) (see [8] for details). They were used
in the CLEAR [88, 87] evaluations, for a broad range of CHIL or VACE [93] re-
lated tasks including acoustic, visual and multimodal 3D person tracking, 2D visual
person tracking, face detection and tracking, and vehicle tracking.

To face the numerous further challenges mentioned above, the CHIL consortium
applied several strategies for what concerns the room design and selected sensors,
as well as the algorithms employed. A distributed camera and microphone network
provided a good “coverage” of each area of the room and the fusion of sensor data
helped overcome the problems of occlusions or noisy observations and increase
localization accuracies.

On the visual side, from the point of view of algorithm design, two distinct ap-
proaches have been followed by the various 3D tracking systems built within the
consortium: First, a model-based approach: A 3D model of the tracked object is
maintained by rendering it onto the camera views, searching for supporting evi-
dence in each view, and based on that, updating its parameters [67, 59, 1, 7, 61, 17].
Second, a data-driven approach: 2D trackers operate independently on the separate
camera views; then the 2D tracks belonging to a same target are collected into a 3D
one [100, 92, 52].

An important advantage of the model-based approach is that model rendering can
be implemented in a way that mimics the real image formation process, including
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effects like perspective distortion and scaling, lens distortion, etc. In the context
of multi-body tracking this is particularly advantageous, since occlusions can be
handled in a systematic manner. The model-based approach also makes it easier to
incorporate many different types of features, such as foreground segments, color
histograms, etc., increasing tracking robustness.

On the acoustic side, tracking approaches can be roughly categorized as follows:
Approaches which rely on the computation of a more or less coarse global coherence
field (GCF, or SRP-PHAT), on which the tracking of correlation peaks is performed
[1, 14], particle filter approaches, which stipulate a number of candidate person
positions at every point in time and measure the agreement of the observed acoustic
signals (their correlation value) to the position hypothesis [66], and approaches that
feed computed time delays of arrival (TDOAs) between microphone pairs directly as
observations to a Kalman or other probabilistic tracker [54, 42]. Whereas in earlier
CHIL systems, speech activity detection (SAD), necessary for correct localization,
was often performed and evaluated separately, toward the end of the project, more
and more approaches featured built-in speech detection techniques [42, 77].

In the field of multimodal tracking, while most initial systems performed audio
and video tracking separately and combined tracker outputs in a post-processing
step, a few select approaches incorporated the multimodal streams at the feature
level. These were notably particle filter based trackers [66, 7, 13], as these allow
for the probabilistic, flexible and easy integration of a multitude of features across
sensors and modalities.

Fig. 2 Best system performances for the CLEAR 2006 and 2007 3D person tracking evaluations.
The MOTA score measures a tracker’s ability to correctly estimate the number of objects and their
rough trajectories.

Throughout the duration of the project steady progress was made, going from
single modality systems with manual or implicit initialization, using simple fea-
tures, sometimes implying several manually concatenated offline processing steps
and tracking at most one person, to fully automatic, self-initializing, real-time ca-
pable systems, using a combination of features, fusing several audio and visual
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sensor streams and capable of tracking multiple targets. Aside from the tracking
tasks, which grew more and more complex, the evaluation data, which was initially
recorded only at the UKA-ISL site, also became increasingly difficult and varied.
This was due to the completion of four more recording smart rooms, the inclusion of
more challenging interaction scenarios, the elimination of simplifying assumptions
such as main speakers, areas of interest in the room, or manually segmented audio
data that excludes silence, noise or crosstalk. Nevertheless, the performance of sys-
tems steadily increased over the years. Figure 2 shows the progress made in audio,
video and multimodal tracking for the last official CLEAR evaluations [88, 87].

2.3 Person Identification

The challenges for AV person identification (ID) in CHIL scenarios are due to far-
field, wide-angle, low-resolution sensors, acoustic noise, speech overlap and visual
occlusion, unconstrained subject motion, and no position/orientation assumptions
to facilitate well-posed signals (one cannot assume frontal faces, or speakers fac-
ing/talking to sensors). A sample face sequence from a smart room can be seen in
Fig. 3. Clearly, employing tracking technologies (detection followed by tracking)
and fusion techniques, either multi-view or multimodal (speaker ID combined with
face ID for example) is a viable approach in order to improve robustness.

Fig. 3 A sample face sequence from a smart room.

Identification performance depends on the enabling technologies used for audio,
video and their fusion, but also on the accuracy of the extraction of the useful por-
tions from the audio and video streams. The detection process for audio involves
finding the speech segments in the audio stream by employing speech activity de-
tection (see Sect. 2.1). The corresponding process for video involves face detection,
which might be a composite task, comprising body tracking, head tracking, and face
detection, each subtask narrowing the search space for the face.

Developed mono- and multimodal ID systems within CHIL have been success-
fully evaluated in the CLEAR 2006 and 2007 campaigns [84, 85]. In the evalua-
tions, two different training durations, 15 and 30 seconds, and four different testing
durations, 1, 5, 10 and 20 seconds, were considered. The number of subjects in the
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CLEAR 2006 person identification evaluation corpus was 26 and it became 28 in
CLEAR 2007. A significant performance increase was observed in CLEAR 2007,
especially in face recognition. It was shown that longer training and testing durations
resulted in very high recognition results and that multimodality improves the robust-
ness of person identification. This indicates that person ID in open environments is
quite plausible. The correct recognition rates of the best performing systems in the
CLEAR 2006 and 2007 evaluations are shown in Fig. 4.

Fig. 4 Performance comparison of the person identification systems in the CLEAR 2006 and 2007
evaluations. Two out of the eight conditions are shown per evaluation; the shortest training and
testing (15 and 1 seconds respectively) and the longest training and testing (30 and 20 seconds
respectively) (from [94]).

2.4 Interaction Cues: Gestures, Body Pose, Head Pose, Attention

Studies in social psychology have experimentally validated the common feeling that
non-verbal behavior, including but not limited to gaze and facial expression, is ex-
tremely significant in human interaction. In the analysis of group behavior a key
variable is the focus of attention which indicates the object or person one is attend-
ing to. Another form of non-verbal communication develops along body language,
including explicit gestures, such as raising a hand to catch attention, or nodding
the head to manifest agreement, and body postures. In this chapter, approaches for
the automated analysis of non-verbal communication in a meeting scenario will be
discussed.

Although visual attention does not necessarily coincide with psychological atten-
tion, it is highly correlated with it, and it is physically observable. While the image
resolution required to estimate eye gaze may not always be available in a meeting
recording, a reliable indicator can still be derived from estimated head pose. CHIL
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Fig. 5 Estimating head pose and focus of attention [86]. Head orientations are estimated from four
camera views. These are then mapped to likely targets of attention, such as other people.

partners have investigated approaches to estimate the head orientation of people in a
smart room using multiple fixed cameras (see Fig. 5). With a neural network based
approach [65], it is possible to estimate relative head orientation from a single view
with mean errors as low as twelve degrees. When applied to each single camera and
combined by a Bayes filter to obtain an absolute value for head orientation, such an
approach allowed to correctly determine who is looking at whom in a CHIL meeting
recording around 70% of the time. Another option is to perform signal level based
fusion using spatial and color analysis [18]. Such an approach exploits the redun-
dancy available in multiple images, and can be extended to integrate also acoustic
input.

A detailed description of a person’s pose can be extracted from multiple views,
e.g. using a particle filter based approach in combination with a 3D shape and ap-
pearance model for each target [60] (see Fig. 6). The state of a person includes 2D
body position, horizontal and vertical head and torso orientation, and a binary value
for sitting or standing pose. A coarse 3D shape model maps such a state into a set of
image patches where the different body parts (head, torso, legs, arms) are expected
to be visible. A likelihood score is then computed by matching those patches with
a previously acquired color model of the target. This approach has the advantage of
estimating a number of suitable perceptual parameters jointly (e.g. position and head
orientation to determine visual attention in dynamic environments), thus reducing
the impact of error propagation which can lead to failures in cascaded solutions (e.g.
head alignment error impacts the accuracy of head orientation estimation).

Other visual cues that are relevant to human behavior analysis can be detected at
a finer spatio-temporal scale. To pinpoint fidgeting, temporally unstable skin pixels
are recorded to a Motion History Image (MHI) representing a temporal record of
repetitive skin motion. Patterns of interest, such as nodding, shaking and typing, are
characterized in the MHI and then used for their detection [20].
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Fig. 6 The SmarTrack system [82] simultaneously estimates spatial location, head orientation and
body pose of up to 5 persons in real time, allowing for online detection of focus of attention and
macro-scale gestures such as pointing.

2.5 Activity Analysis, Situation Modeling

The recognition of activities depends on many factors such as the location and num-
ber of people, speech activity, and the location and state of certain objects. Percep-
tual technologies like person tracking or acoustic event detection provide important
information on which the higher-level analysis of the activity can be based on. Due
to the complexity of the scene there are, however, potentially relevant phenomena
like for example a door being half opened, which – due to their high number and
variability – cannot be addressed by manually designed detectors at large. There-
fore, activity recognition may need to directly analyze the observation in order to
find out what is relevant and what is not to detect a certain activity.

Using only one camera and one microphone per room, we can distinguish, for ex-
ample, between typical office activities such as “paperwork”, “meeting” or “phone
call”. The approach employs a multi-level HMM framework to characterize these
kinds of events and situations. It is based on a low-level local feature model that in-
tegrates adaptive background modeling, optical flow and speech activity detection.
The classes are trained from a relatively small number of samples. Figure 7 de-
picts an example of data-driven clustering of activity regions within an office. The
regions labeled represent the learned areas of activity of office workers and their
visitors. The evaluation of an unconstrained one week recording session showed ac-
ceptable recognition accuracy despite strongly varying illumination conditions, as
shown in [96].

In a smart room it may also be necessary to determine the type of interactions
among the people that are present in the room in order to perform context-dependent
actions. To this aim, a system based on [50], which analyzes activities using stochas-
tic parsing, has been developed by adapting it to the specific requirements of smart
room environments. The system can be divided into three modules: the tracking
system, the event generator and the parser. The tracking system [58] takes as input
the multi-camera video sequence, reconstructs the 3D objects in the room using a
foreground detection for each camera, and performs the tracking of the various ob-
jects. This tracker output is used, together with some configuration information of
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Fig. 7 The first three Gaussian mixture components obtained from data driven clustering represent
typical activity regions in the office room.

the room, to detect events using simple grammars. The actual activity recognition
is performed by the parser: given a chain of events and a stochastic context-free
grammar, it finds the chain derivation with the maximum probability. The activities
recognized by the system are: “meeting”, “presentation”, “conversation between
two people”, “leave an object” and “take an object” (Fig. 8).

Fig. 8 Two snapshots from a presentation, shown as camera image and 3D blob representation.
The left shows an example of the detected event “person enters”, the right shows an example for
the events “person at whiteboard” and “person sits”.

Activities that involve the motion of body limbs cannot be recognized using only
person/object tracking. Therefore, a view-independent approach has been developed
to recognize human gestures from multiple cameras [16]. In contrast to other sys-
tems that perform a classification based on the fusion of features coming from dif-
ferent views, our system performs data fusion to obtain a 3D representation of the
scene, and then feature extraction and classification. Motion descriptors introduced
by [11] are extended to 3D and a set of features based on 3D invariant statistical
moments are computed. A simple body model is fit to the 3D data to capture in
which body part the gesture occurs. Classification is thus performed by jointly ana-
lyzing the motion features and the pose information from the body model. Finally,
a Bayesian classifier is employed to perform recognition over a small set of actions.
The actions relevant to the smart room scenario are “raising hand”, “sitting down”
and “standing up”. However, we have tested the system including other actions such
as “waving hands”, “crouching down”, “punching”, “kicking” and “jumping”.

Our experience from CHIL shows that it is hard to find a common methodology
for activity recognition that fits all application domains. Our current systems are
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dedicated to certain domains like office situations and meetings. They define a small
set of activities that are relevant within their domain, and they proved to be able to
recognize these on in-domain test data. Future work could on one hand try to extend
the application domains, and on the other hand it could aim for a more detailed
analysis of the activities within one domain.

2.6 Audio-Visual Output Technologies

Conveying information from the computer to the user in a natural way is another
key ability on the way to realizing unobtrusive CHIL services. Multimodal output
in innovative combinations, such as far-field acoustic and visual modalities, makes
it possible to convey messages without disturbing other meeting participants. Ex-
periments in CHIL show that this can be achieved by employing highly directive
audio beams produced by properly designed steerable arrays. When the signal is
accompanied by the video of lip-synchronized talking heads [9, 10] to improve the
naturalness of interaction, the combined modalities increase intelligibility in noisy
environments, a frequent occurrence in CHIL scenarios. Similarly, adding a lip-
synchronized talking head makes it possible to deliver voice messages more quietly
without decrease in intelligibility from the perspective of the addressee of a mes-
sage, resulting in less noise pollution for non-addressees [80, 90].

2.7 Interaction

Designing spoken dialog systems in coherence with a human metaphor, so that the
computer is perceived to have human-like conversational abilities, allows us to profit
from a number of characteristics of spoken interaction that are unexploited or un-
derexploited in current systems. This, however, increases the demands on a number
of conversational abilities [32].

One of the most obvious differences between human-human conversations and
the vast majority of spoken human-machine interactions is the interaction flow. Spo-
ken human-human interaction is characterized by a large number of non-lexical
sounds (hums and grunts, filled pauses, false starts, breath, smacks, etc.). These are
an essential part of human interaction, and are used for a great number of reasons,
such as adding focus to part of an utterance or controlling who should speak next.
When these are removed, as they habitually are on the computer side of human-
computer communication, the human metaphor suffers and the interaction becomes
more similar to GUI manipulation than to human speaking. As this is contrary to
the spirit of CHIL, where humans should not adapt to computers but rather the
other way around, efforts were undertaken to model more human behavior – both
for production and for perception. Real-time prosodic analysis is used for improved
interaction control and precise timing of feedback, which in turn allows the dialog
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system to barge in when it is appropriate, and users to do the same without causing
the interaction to become strange and interrupted [45, 34, 33]. In CHIL dialogs, el-
liptical clarifications are utilized to focus on problematic fragments in order to make
the dialog more natural and efficient, which makes prosody and context then more
important [81, 95]. The human metaphor can be strengthened further by adding a
visual embodiment to the system. The concept of embodied conversational agents
(ECAs) – animated agents that are able to interact with a user in a natural way us-
ing speech, gesture and facial expression – holds the potential of a new level of
naturalness in human-computer interaction, where the machine is able to convey
and interpret verbal as well as non-verbal communicative acts, ultimately leading to
more robust, efficient and intuitive interaction. A series of studies performed within
CHIL were aimed at exploiting embodiment for interactional purposes [31, 49].

2.8 Natural Language

Intelligent solutions for human information needs in a smart room scenario also re-
quire natural language processing technologies such as summarization and question
answering (QA). Due to the fact that speech is the most natural way of human com-
munication, spontaneous speech single document summarization (SSSDS) can help
in digesting large amounts of information produced by speakers. The major aim
of speech summarization is to distill relevant information from speech data, which
can be communicated efficiently to the user at a later time. Summarization can be
considered as a variant of speech understanding. An important issue when summa-
rizing the output of an automatic speech recognition system is that the document to
be summarized has no punctuation or capitalization.

Searching textual content for short text snippets that are relevant to natural lan-
guage questions is also a key objective in CHIL. QA can be regarded as a direct
extension to search engines (e.g. Google) to handle cases when the type of the ex-
pected answer is known. For example, answers to questions of the form: “Who dis-
covered/wrote/developed NAME?” are not expected to be a list of URLs but rather
just the name of the author of the required work. QA can enable automated cus-
tomer service, where many of the questions are of the form: “How do I perform
ACTION?” Standard information retrieval techniques are not sufficient to answer
such questions, because the answer is usually hidden deep inside technical manuals
of hundreds of pages. Last but not least, in the context of the CHIL project, QA is
one of the engines behind the Memory Jog service (see Sect. 5). Within this ser-
vice, a QA system is employed to search both the transcriptions of a meeting and
background knowledge offered by documents relevant to this meeting on the web.
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3 Technology Evaluations and Data Collection

Systematic evaluation is essential to drive the rapid progress of a broad range of
audio-visual perceptual technologies. Within the CHIL project, such evaluations
were undertaken on an annual basis, so that improvements could be measured ob-
jectively and different approaches compared and assessed.

CHIL has organized a series of technology evaluations with subsequent eval-
uation workshops, during which the systems and obtained results were discussed
in detail. A first project-internal technology evaluation was held in June 2004. Here
baseline results of available technologies used in the real-life lecture scenarios CHIL
was initially focusing on, were established. Already twelve evaluation tasks were
conducted, including face and head tracking, 3D person tracking, face recognition,
head pose estimation, hand tracking and pointing gesture recognition, speech recog-
nition (close-talking and far-field), acoustic speaker tracking, speaker identification,
acoustic scene analysis and acoustic event detection.

Then, in January 2005, a more formal evaluation was organized, which now also
included multimodal evaluation tasks (multimodal tracking, multimodal identifica-
tion). External research groups were also invited to participate. Also in 2005, CHIL
research teams took part in NIST’s (National Institute of Standards and Technology,
USA) Rich Transcription (RT) Meeting Evaluation. This annual evaluation series
focuses on the evaluation of content-related technologies such as speech and video
recognition. CHIL contributed test and training data sets in the lecture room domain,
and participated in the Speaker Location Detection task.

Many researchers, research labs and, in particular, a number of current major
research projects worldwide are working on technologies for analyzing people’s
activities and interactions. However, common evaluation standards, common met-
rics and benchmarks for such technologies, as for example for person tracking, are
missing. It is therefore hardly possible to compare the developed algorithms and
systems. Hence most researchers rely on using their own data sets, annotations, task
definitions and evaluation procedures. This again leads to a costly multiplication
of data production and evaluation efforts for the research community as a whole.
In order to overcome this situation, we decided in 2005 to completely open up the
project’s evaluations by creating an open international evaluation workshop called
CLEAR, Classification of Events, Activities, and Relationships [88, 21], and trans-
ferred part of the CHIL technology evaluations to CLEAR. CLEAR’s goal is to pro-
vide a common international evaluation platform and framework for a wide range of
multimodal technologies, and to serve as a forum for the discussion and definition
of related common benchmarks, including the definition of common metrics, tasks
and evaluation procedures. The creation of CLEAR was possible by joining forces
with NIST, who, amongst many other evaluations, also organizes the technology
evaluation of the US Video Analysis Content Extraction (VACE) program [93]. As
a result, CLEAR could be jointly supported by CHIL, NIST and the VACE program.
The first CLEAR evaluation was conducted in spring 2006 and was concluded by a
two day evaluation workshop in the UK in April 2006. CLEAR 2006 was organized
in cooperation with RT06s [74]. This additionally allowed for sharing data between
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both evaluations by also harmonizing the 2006 CLEAR and RT evaluation dead-
lines. For example, the speaker-localization results generated for CLEAR were also
used for the far-field ASR task in RT06s.

The CLEAR 2006 evaluation turned out to be a big success. Overall, around
sixty people of 16 different institutions participated in the workshop, and nine ma-
jor evaluation tasks, including more than 20 subtasks were evaluated [21]. Following
the success of CLEAR 2006, CLEAR 2007 took place in May 2007, in Baltimore,
USA, again organized in conjunction and collocated with the NIST RT 2007 evalu-
ation.

An important aspect of the technology evaluations was using real-life data repre-
senting situations for which the applications and technologies in CHIL were devel-
oped, annotated with the necessary information for various modalities. Therefore,
a number of data sets was created which enabled the development and evaluation
of audio-visual perception technologies. The data was collected inside smart rooms
at five different locations. All of these rooms were equipped with a broad range of
cameras and microphones.

After an initial data set collected in 2004 for the first CHIL internal technology
evaluation, new data sets in slightly modified scenarios were collected in 2005 and
2006. These sets constituted the main test and training data sets used in the CLEAR
2006 and 2007 evaluations. The audio modalities (close-talk and far-field) of the
2005, 2006 and 2007 data sets were also part of the RT05s, RT06s and RT07 eval-
uations. Additionally, the audio portion was employed in a pilot track in the Cross
Language Evaluation Forum, CLEF 2007 [22].

The utilization of the CHIL data sets in such high-profile evaluation activities
demonstrates the state-of-the-art nature of the corpus, and its contribution to the de-
velopment of advanced perception technology. Moreover, the numerous scientific
publications produced as results of the evaluations are further enhancing the impor-
tance of the corpus. The CHIL data sets are publicly available to the community
through the language resources catalog [36] of the European Language Resources
Association (ELRA).

3.1 Data Collection

The CHIL corpus consists of multi-sensory audio-visual recordings inside smart
rooms. The corpus has been collected over the past few years in five different record-
ing sites and it contains data of two types of human interaction scenarios: lectures
and small meetings.

3.1.1 Sensor Setup

Five smart rooms have been set up as part of the CHIL project, and used in the
data collection efforts. They are located in five countries: Germany (UKA-ISL),
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Greece (AIT), Italy (ITC), Spain (UPC), and USA (IBM). These five smart rooms
are medium-size meeting or conference rooms with a number of audio and video
sensors installed, and with supporting computing infrastructure. The multitude of
recording sites provides desirable variability in the CHIL corpus, since the smart
rooms obviously differ from each other in their size, layout, acoustic and visual
environment (noise, lighting characteristics), as well as sensor properties (location,
type). Nevertheless, it is crucial to produce a homogeneous database across sites to
facilitate technology development and evaluations. Therefore, a minimum common
hardware and software setup has been specified concerning the recording sensors
and resulting data formats. All five sites comply with these minimum requirements,
but often contain additional sensors. Such a setup consists of:

• A set of common audio sensors, namely:

– A 64-channel linear microphone array;
– Three 4-channel T-shaped microphone clusters;
– Three table-top microphones;
– Close-talking microphones worn by the lecturer and the meeting partici-

pants.

• A set of common video sensors, that include:

– Four fixed cameras located at the room corners;
– One fixed, wide-angle panoramic camera;

This set is accompanied by a network of computers to capture the sensory data,
mostly through dedicated data links, with data synchronization information pro-
vided by the Network Time Protocol (NTP). A schematic diagram of such a room
including its sensors is depicted in Fig. 9.

3.1.2 Scenarios

Two types of interaction scenarios constitute the focus of the CHIL corpus: lectures
and meetings. In both cases, a presenter gives a seminar in front of an audience, but
the two scenarios differ significantly in the degree of interactivity between the au-
dience and the presenter, as well as the number of participants. The seminar topics
are quite technical in nature, spanning the areas of audio and visual perception tech-
nologies, but also biology, finance, etc. The language used is English; however most
subjects exhibit strong non-native accents, such as Italian, German, Greek, Spanish,
Indian, Chinese, etc.

In the Lecture scenario, the presenter talks in front of an audience of typically ten
to twenty people having little interaction in the form of a few question-answering
turns, mostly toward the end of the presentation. As a result, the audience region is
quite cluttered and of little activity and interest. The focus in lecture analysis lies
therefore on the presenter. As a consequence, only the presenter has been annotated
in the lecture part of the CHIL corpus and is the subject of interest in the associated
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Fig. 9 Schematic diagram of the IBM smart room, one of the five installations used for recording
the CHIL corpus. The room is approximately 7×6×3m3 in size and contains 9 cameras and 152
microphones for data collection.

evaluation tasks. A total of 46 lectures are part of the CHIL corpus (see also Table 1),
most of which are between 40 and 60 minutes long.

Site # Seminars Epoch Type Evaluation Campaigns
UKA 12 2003/2004 Lectures CHIL Internal Evals., CLEF07
UKA 29 2004/2005 Lectures CLEAR06, RT05s, RT06s, CLEF07
ITC 5 2005 Lectures CLEAR06, RT06s
UKA 5 2006 Meetings CLEAR07, RT07
ITC 5 2006 Meetings CLEAR07, RT07
AIT 5 2005 Meetings CLEAR06, RT06s
AIT 5 2006 Meetings CLEAR07, RT07
IBM 5 2005 Meetings CLEAR06, RT06s
IBM 5 2006 Meetings CLEAR07, RT07
UPC 5 2005 Meetings CLEAR06, RT06s
UPC 5 2006 Meetings CLEAR07, RT07

Table 1 Details of the 86 collected lectures/non interactive seminars (upper table part) and meet-
ings/interactive seminars (lower part) that comprise the CHIL corpus. The table depicts the record-
ing site, year, type, and number of collections, as well as the evaluation campaigns where the data
were used.
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In the Meeting scenario, the audience is small, between three and five people,
and the attendees mostly sit around a table, all wearing close-talking microphones.
There exists significant interaction between the presenter and the audience, with nu-
merous questions and often a brief discussion among meeting participants. A few of
these meetings are scripted to provide a more interesting, challenging, and dynamic
interaction, with participants entering or leaving the room or congregating during a
short coffee break. In addition, a significant number of acoustic events is generated
to allow more meaningful evaluation of the corresponding technology. Clearly, in
such a scenario all participants are of interest to meeting analysis. Therefore, the
CHIL corpus provides annotations for all. Such data have been recorded by AIT,
IBM and UPC in 2005, as well as all five sites during 2006. A total of 40 meetings
are part of the CHIL corpus (see also Table 1), most of which are approximately 30
minutes in duration.

3.2 Corpus Annotation

For the collected data to be useful in technology evaluation and development, it is
crucial that the corpus is accompanied by appropriate annotations. The CHIL con-
sortium has devoted significant effort in identifying useful and efficient annotation
schemes for the CHIL corpus and providing appropriate labels in support of these
activities. As a result, the data set contains a rich set of annotations in multiple
channels of both audio and visual modalities.

Data recording in the CHIL smart room results in multiple audio files containing
signals recorded by close-talking microphones (near-field condition), table-top mi-
crophones, T-shaped clusters, and Mark III microphone arrays [68] (far-field con-
dition), in parallel. The recorded speech as well as environmental acoustic events
were carefully segmented and annotated by human transcribers.

Video annotations were manually generated using an ad-hoc tool. The tool allows
displaying one picture every second, in sequence, for four cameras. To generate la-
bels, the annotator performs a number of clicks on the head region of the persons of
interest, i.e. the lecturer only in the non-interactive seminar (lecture) scenario, but all
participants in the interactive seminar (meeting) scenario. In particular, the annota-
tor first clicks on the head centroid (e.g., the estimated center of the person’s head),
followed by the left eye, the right eye, and the nose bridge (if visible). In addition,
the annotator delimits the person’s face with a bounding box. The 2D coordinates
of the marked points within the camera plane are saved to the corresponding label
file. This allows the computation of the 3D head location of the persons of interest
inside the room, based on camera calibration information.

In addition to 2D face and 3D head location information, part of the lecture
recordings were also labeled with gross information about the lecturer’s head pose.
In particular, only eight head orientation classes were annotated, as this was deemed
to be a feasible task for human annotators, given the low-resolution captured views
of the lecturer’s head. The head orientation label corresponded to one of eight dis-



Computers in the Human Interaction Loop 1091

crete orientation classes, ranging from a 0o to 315o angle, with an increment of 45o.
Overall, nineteen lecture videos were annotated with such information.

4 Software Infrastructure

CHIL aims to develop next-generation services that assist humans in a natural and
unobtrusive way by utilizing the state-of-the-art in machine perception and context
modeling. The CHIL software infrastructure makes this vision conceivable by im-
plementing three key architectural pieces: the CHIL Reference Architecture [25], a
set of CHIL Tools for service authoring, and the catalog of CHIL-compliant com-
ponents.

The CHIL Reference Architecture (also called the Ice Cube) provides a col-
lection of structuring principles, specifications and Application Programming In-
terfaces (APIs) that govern the assemblage of CHIL components into highly dis-
tributed and heterogeneous interoperable systems. The CHIL Ice Cube is designed
as a layered architecture model (see Fig. 10). Each level represents an abstraction of
the information processed and has specific data flow characteristics such as latency
and bandwidth, based on the functional requirements from the CHIL system design
phase. Building software infrastructure for smart context-aware services is an itera-
tive process, where most of the software architecture craft resides in the discovery of
suitable conceptual abstractions and the refinement of their functional relationships.
We now describe the basic layers of the CHIL Ice Cube.

Fig. 10 The CHIL Reference Architecture (CHIL Ice Cube).
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The upper layers – User Services – implemented as software agents, manage
interactions with humans by means of various interaction devices. The components
at this level are responsible for communication with the user and with presenting
the appropriate information at appropriate time-spatial interaction zones. The User
Services utilize the contextual information available from the situation modeling
layer. In projects like CHIL, where a number of service developers concentrate on
radically different services, it is of high value that a framework ensures reusability
in the scope of a range of services. To this end, we have devised a multi-agent
framework that:

• Facilitates integration of diverse context-aware services developed by different
service providers.

• Facilitates the development of services by leveraging basic functionalities (e.g.
sensor and actuator control) available within the smart rooms.

• Allows augmentation and evolution of the underlying infrastructure indepen-
dent of the services installed in the room.

• Controls user access to services and supports service personalization through
maintaining appropriate profiles.

• Enables discovery, involvement and collaboration of services.

The middle layer – Situation Modeling – is the place where the situation context
received from audio and video sensors is processed and modeled. The context in-
formation acquired by the components at this layer helps CHIL services to respond
better to varying user activities and environment changes. For example, the situat-
ing modeling answers questions such as: “Is there a meeting going on in the smart
room?”, “Who is the person speaking at the whiteboard?”, “Has this person been
in the room before?”. In the CHIL Reference Architecture, the Situation Model-
ing layer is implemented by the SitCom framework. Specifically, this layer is also a
collection of abstractions representing the environment context in which the user in-
teracts with the application. It thus maintains an up-to-date state of objects (people,
artifacts, situations) and their relationships. The situation model acts as a inference
engine, which watches for the occurrence of certain situations in the environment
and triggers respective events and actions.

The lower layers – Perceptual Technologies – host perceptual components that
extract meaningful events from continuous streams of video and audio signals. All
kinds and variations of perceptual components live in this layer. In CHIL we ac-
tually counted a total of 64 such components provided by 8 different project part-
ners. These components process the sensor signals from one modality (body track-
ers, face recognizers) or modality combinations (audio-visual speech recognition)
and deliver events to upper layers via a dedicated communication mechanism, the
CHiLiX middleware. The CHIL Reference Architecture defines the API contract
(Access, Subscriber, Control, Introspection, and Admin APIs) as well as the life
cycle (Unregistered, Registered, Launched, Running) to which the perceptual com-
ponents must adhere to be considered CHIL-compliant. The compliance specifies
how these perceptual components operate, “advertise” themselves, subscribe to re-
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ceiving a specific sensor data stream and how they forward their extracted context
to the higher layers of the CHIL Ice Cube.

The vertical columns CHIL utilities and Ontology provide support across layers.
The CHIL utilities provide global timing and other basic services that are relevant
to all layers. The Ontology provides a definition of CHIL concepts and a directory
service that provides access to information at any layer. The CHIL Ontology is
implemented in a Knowledge Base Server. It is worth emphasizing that the layers are
not strictly isolated. For example, the multimodal service residing at the user front-
end can render a video stream originating from the Logical sensors and actuators at
the bottom of the Ice Cube.

Separating the architecture into different abstract functional layers enabled the
implementation of CHIL components that are self describing, self regulating, self
repairing and self configuring. Via feedback and evaluation from developers, we
are enhancing the CHIL architecture with features such as dynamic service look-
up and invocation, system reconfiguration and adaptation. We strongly believe that
these non-proprietary APIs, tools and methods, available as part of the CHIL tech-
nology catalog [19], can be embraced by a larger community of pervasive service
researchers and developers.

4.1 SitCom - The Situation Composer

For designing, debugging and running the situation model, we have implemented
a framework called SitCom [40]. SitCom (Situation Composer) is a simulator tool
and runtime for the development of context-aware applications and services. SitCom
gets information from perceptual and other context acquisition components and al-
lows the composition of situation models into hierarchies to provide event filtering,
aggregation, and combination. Through its IDE controls, SitCom also facilitates the
capture and creation of situation machines and subsequent realistic rendering of the
scenarios in a 3D visualization module.

The conceptual goal of SitCom is to extract semantically higher information from
the stream of environment observations. Technically, this is achieved through a set
of situation machines (SM), where each SM is being implemented as a finite state
graph. Situation machines can be organized into hierarchical structures. A state of
the SM is determined by a set of entities in the entity repository that mirror real
objects in the environment and by the current states of other SMs. The actual imple-
mentation of a particular situation machine can be part of the Java runtime or it can
be a standalone module using a remote API. In Fig. 11, we can see the middle lower
panel showing the currently active set of situation machines, along with their state
information, both a 2D and a 3D visualization, and the corresponding video frame
from the actual meeting recording.
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Fig. 11 SitCom running the situation model on meeting data recorded in the IBM smart room.

4.2 Agent Infrastructure

The CHIL software agent infrastructure covers the upper two layers of the CHIL
architecture. Agents and components close to the user including the User Profile
are situated in the User Front-end layer. Agents in the Services and Control layer
are further subdivided in basic agents including the communication ontology and
specific service agents. Services include reusable basic services as well as complex
higher-level services composed of suitable elementary services.

The CHIL Agent, the CHIL Agent Manager, the communication ontology and
the Service Agent form the fundamental part of the agent framework. The CHIL
Agent is the basic abstract class for all agents in the CHIL environment. It provides
methods for agent administrative functionality, for registration and deregistration of
services provided by agent instantiations, and additional supporting functions like
creating and sending ontology-based messages, extracting message contents and
logging. The CHIL Agent Manager is a central instance encapsulating and adding
functionality to the JADE [51] Directory Facilitator (DF). Other CHIL agents regis-
ter their services with the Agent Manager including required resources for carrying
out these services. The Service Agent is the abstract base class for all specific ser-
vice agents.

Service Agents provide access to the service functionality. Based on a common
ontology they map the syntactical level of the services to the semantic level of the
agent community enabling the use of other Service Agents to supply their own ser-
vice. The Travel Agent can arrange and rearrange itineraries according to the user’s
profile and current situation; it uses a simulated semantic web interface to gather the
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Fig. 12 CHIL agent infrastructure.

required data from several online resources on the internet. The Connector Agent
comprises the core Connector Service functionality: managing intelligent commu-
nication links, both bilateral and multilateral, it stores pending connections and finds
a suitable point in time for these connections to take place. The Smart Room Agent
controls the service-to-user notification inside the smart room using appropriate de-
vices such as loudspeakers, steerable video projectors and targeted audio. The Situ-
ation Watching Agent provides access to the situation model. Finally, the Memory
Jog Agent is the central agent for the Memory Jog Service, providing pertinent in-
formation to the participants.

As proposed in the FIPA Abstract Architecture Specification [37], the informa-
tion exchange between agents is completely based upon a specific communication
ontology in order to ensure that the semantic content of tokens is preserved across
agents. Distributed development of multiple services and the necessity to understand
each other increase the importance of such a common semantic concept. Together
with a FIPA-compliant implementation of the agent communication and an agent
coordination mechanism, the communication ontology forms a sophisticated tech-
nique for agent collaboration.

In order to allow the distributed development of services and to facilitate their
integration and configuration, a plugin mechanism has been designed that enables
the implementation of service specific code in pluggable handlers, keeping the agent
itself service independent. Three types of pluggable handlers have been considered
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to be necessary: “Setup handlers” are responsible for service specific initialization in
the setup phase of an agent, “Event handlers” are registered for certain events from
outside the agent world (e.g. the user’s GUI, a perceptual component, the situation
model or a web service), and “Pluggable responders” are triggered by incoming
messages from other agents.

5 CHIL Services

Several prototypical services were developed that instantiate the CHIL vision of per-
ceptive and proactive services supporting human-human interaction. These services
make use of the perceptual technologies and are integrated using the software ar-
chitecture described in the previous section. Chosen domains for applications were
lectures and small office meetings (up to 4-5 participants). The development pro-
cess took a User-Centered Design (UCD) approach, which is characterized by tak-
ing into consideration the user perspective in all stages of the design process. CHIL
services address intrinsically social scenarios, where two or more people interact to
reach both individual and shared (group-level) goals. They aim to unobtrusively and
seamlessly offer better chances to people for managing meeting-related activities.
On the basis of an analysis of primary processes, services were proposed for sup-
porting task-related activities such as discussing, producing and sharing material,
accomplishing common goals (the Cooperative Workspace) and providing back-
ground information and memory assistance (the Memory Jog), for managing the
social interaction and fostering a better quality of the interaction (the Relational Re-
port and the Relational Cockpit), and for managing contacts with the outside world
(the Connector). These goals are pursued by means of services that perceive the
ongoing communication, reason about what they perceive and act to meet people’s
needs and objectives, either autonomously or on demand.

User-Centered Design (UCD) was adopted as a general methodology to secure
that the services developed provide value to people, e.g., in terms of performance,
perceived helpfulness, etc. The consistency and appropriateness of the initial service
concepts, as emerged from brainstorming within the consortium, were validated by
means of interviews and focus groups with potential end users. This stage produced
a set of clearer requirements, modifications and refinements of the original concepts,
which were used for the design of the various services, followed by the implemen-
tation of the first prototypes. Formative evaluations of the designs were performed
by means of user studies conducted with mock-ups, simulations, and prototypes.
Despite the fact that the usefulness of simulations and mock-ups can be limited by
the status of the perceptual components involved – continuous monitoring of people
locations, focus of attention, acoustic events, etc., is not an easy job for humans to
perform, or simulate in mock-ups – at least in some cases it was possible to both
validate the services’ conception and collect information for the later stages of the
UCD cycle. For instance, it turned out that people find a computer’s feedback about
their social behavior as acceptable as that from a human expert, and that such a
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feedback can actually influence behavior, making it more appropriate to the goals
of the meeting.

Insights from the initial phases were fed into the following implementation phase,
leading to the deployment of the working prototypes for the services described
above. The latter were tested in summative evaluations, with two purposes. The
first purpose was to establish whether and to what extent our services enhanced pro-
ductivity, both in terms of effectiveness (quality of solution) and efficiency (speed
to arrive at the solution). The second purpose was to establish whether and to what
extent our services enhanced the satisfaction of meeting participants, in terms of
dimensions such as ease of use, usefulness, involvement, group engagement, etc.
These data were used to model people’ intention to use the various services in terms
of networks where the psychological and motivational dimensions are posited to
causally affect intention to use. The model was realized by means of a questionnaire
measuring the relevant dimensions by means of appropriate psychometric scales,
and was tested by applying Partial Least Square Structural Equation Modeling.

5.1 The Memory Jog

CHIL produced a number of prototype services in order to validate the technolo-
gies, but also to manifest the benefits of context-aware implicit services. One of
these services of the CHIL project was Memory Jog (MJ), a complex integrated
context-aware service that was developed in-line with the CHIL Reference Archi-
tecture. Apart from the CHIL Reference Architecture, the Memory Jog service made
extensive use of perceptual components of the CHIL technology catalog [19]. MJ
was developed and demonstrated within the CHIL smart rooms [83].

From a functional perspective the MJ service is a pervasive non-obtrusive human-
centric assistant for lectures, meetings and presentations, which supports:

• Continuous room monitoring enabling identification and tracking of persons in
the room. To this end the service leverages face detector, body tracker and face
identification components.

• Context-Aware provision of information concerning past events and access to
associated information. Information is provided upon user request, but also in
a proactive and non-obtrusive manner (i.e. based on both “push” and “pull”
modes). Moreover, information can be provided to participants physically present
in the meeting/lecture, as well as remote participants who attend the meet-
ing/lecture via a networked device.

• Context-aware access to actuating services (such as display services and tar-
geted audio). These services are appropriately invoked based on the status of
the user and his/her surrounding environment. The MJ supports a range of au-
tomatic, ambient and context-aware invocations of services (e.g., context-aware
opening and display of slides).

• Ambient video recording of the meeting from a multi-camera system. A multi-
camera selection algorithm optimally selects the best camera stream for the cur-
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rent speaker, while recordings are tagged according to contextual states. In this
way, the MJ system integrates the functionality of an automated “intelligent”
cameraman, without however any human intervention.

• A “Show me the video” functionality enabling searching and accessing past
video recordings, according to the collection of past contextual states used to
tag the recordings. Hence, participants can recall past video segments pertaining
to their context.

• A “What happened while I was away?” functionality providing a summary of
events that occurred during a user’s short periods of absence.

• Context-aware integration with additional third-party utilities such as Skype and
Google Calendar. This functionality enables the services to initiate Skype ses-
sions and Google searches, according to the end-user’s needs.

From an integration perspective the MJ service leverages structuring principles
and middleware libraries specified in the CHIL Reference architecture. Specifically,
the CHiLiX middleware bridge [27] is used to integrate perceptual components and
service elements, which are hosted on different platforms. At the heart of the MJ
implementation is also the situation modeling approach defined in the CHIL Ref-
erence Architecture. In particular, the MJ is supported by a situation model which
defines a graph of situations comprising the context states of interest for the service,
along with the possible transitions between these states. Situation states are trig-
gered by combinations of perceptual components including body trackers, face and
speech identification components, speech recognizers, acoustic localization compo-
nents, face detectors, as well as speech activity detectors. These components provide
elementary context cues (e.g., person’s location), which are then combined toward
identifying the more sophisticated contextual states (e.g., a person returning in the
room, a person conducting a presentation, a person addressing a question). Percep-
tual component combinations for triggering the states of the situation model, as well
as the situation model are depicted in Fig. 13 which is derived from [27]. According
to the CHIL situation modeling approach, a situation is triggered when all percep-
tual component outputs are close to the target values.

Implementing the MJ required thorough design and testing of the situation
model. This was challenging given that most of the underlying perceptual com-
ponents were in their infancy when the development started. The SitCom tool [27]
facilitated the parallel evolution of the development of perceptual components and
situation models. Service developers were able to systematically simulate contex-
tual states and models, until they provided a model that meets end-user require-
ments, while also being in-line with the functionalities of perceptual components.
Note however that the rule based approach adopted for situation modeling in CHIL
can be error prone, as a result of failing or inaccurate perceptual components. To this
end, the CHIL project has also investigated and implemented statistical modules for
situation machines (see [83] and references therein). Such statistical modules can
handle and resolve conflicting input in cases of uncertainty.

In addition to the CHIL situation modeling approach, MJ also makes use of the
CHIL Knowledge Base Server (KBS) [83]. The KBS provides directory services
for all the components of the MJ service. Sensors, devices, perceptual components,
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Fig. 13 The situation model for monitoring meetings as adopted by the AIT Memory Jog service.

actuating services, as well as the smart room configuration are registered within the
semantic KBS. Through querying the KBS perceptual components can automati-
cally get a reference to their required sensors, while they can also access informa-
tion about the room’s physical objects. Similarly, situation models can automatically
discover their required perceptual components. The KBS facilitates discovery and
use of the various MJ components (e.g., sensors, perceptual components, actuating
services) in a nearly “plug n’ play” fashion.

Overall, the MJ is a manifestation of a non-trivial pervasive service that consists
of several hardware, software and middleware components in a highly distributed
and heterogeneous environment. This service has validated a great number of CHIL
perceptual processing components, while also providing insights into the benefits on
implicit human centric services. At the same time, the MJ developments are a first
class manifestation of CHIL contributions in the area of integrated development of
pervasive systems for smart spaces [27] .

5.2 The Collaborative Workspace

The Collaborative Workspace (CW) is an infrastructure for fostering cooperation
among participants. The system provides a multimodal interface for entering and
manipulating contributions from different participants, e.g., by supporting joint dis-
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cussion of minutes or joint accomplishment of a common task, with people propos-
ing their ideas and making them available on the shared workspace, where they are
discussed by the whole group.

Technologies to support human-human collaboration have always been a hot
topic for computer science. Meetings in particular represent a stimulating topic since
they are a common, yet at the same time problematic, human activity. One of the
seminal studies to inform design of technology to support meetings is [91]. The aim
of that work was to inform the design of an application to support remote meetings,
yet the author described observations to real face-to-face meetings. The list of work
on remote meetings published since then is long enough to discourage any attempt
at synthesis. In the last years, the emergence of hardware able to support, at least
partially, multi-users raised the interest in technologies to support face-to-face col-
laboration [64]. Shen and colleagues in [79] proposed the use of DiamondTouch,
a real multi-user touch device to support collocated interaction. They proposed a
horizontal circular interface to solve the problems of the different users’ point of
view around the table while users manipulated the objects on the projected display
by touching the devices with the fingers. Kray and colleagues [55] discuss several
issues that arise in the design of interfaces for multiple users interacting with mul-
tiple devices with focus on user and device management, technical concerns and
social concerns. The Collaborative Workspace is realized as a horizontal device and
implemented as a top-projected interface that turns a standard wooden table into an
active surface (see Fig. 14, left). It also integrates person tracking facilities to detect
the (possibly changing) location of the users around the table, moving toolbars ac-
cordingly. The main objects are virtual sheets of paper that can be created, edited,
rotated and shared by the participants and used as generic textual or graphical doc-
uments. They are acted upon by means of an electronic pen (see Fig. 14, right). In
order to have a more natural way of rotating documents, the Rotate and Translate al-
gorithm proposed by Kruger and colleagues [56] was implemented. This technique
allows the rotation and the movement of the window with a single gesture by drag-
ging the window from a border. The system is also augmented with an agenda that
allows the participants to keep track of the time spent on each item. Furthermore, by
dragging documents on an item it will store them and use them for a semi-automatic
generation of the minutes. In its simplest form, the minutes contain just the indica-
tion of the time spent, and, if any, the documents generated from a template. A more
complex use of the agenda tool, that leads to a more elaborated report, is by using
a special type of document, called the “note”. Notes look pretty similar to textual
documents with the difference that they also have space to store other documents
as attachments. When dragged into an agenda item, however, the text of the note
becomes part of the report. A careful use of the notes, therefore, allows the users to
generate rich reports during the meetings.

In order to evaluate the prototype, several project managers working at FBK-irst
in various research projects in the Information Technology field were requested to
hold their meetings in a special room equipped with the tabletop device and video
recording infrastructure. Overall, 16 meetings by 5 different groups were recorded
during the period from December 2004 to June 2005. The main purpose of the meet-
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Fig. 14 Left, the Collaborative Workspace. Right, a snapshot of the interface.

ings was project coordination, decision taking, sharing of information, planning of
future individual work and so on. It is worth noting that the small groups observed
can actually be defined as teams, i.e. groups of people who are task interdependent
and share a goal or purpose [53].

Two broad dimensions emerged from the observations: the patterns of technology
use and the styles of interaction that the groups employed. While the patterns of
use make evident the lack or the redundancy of some of the functionalities thus
providing direct insights for a future re-design, the style of interaction revealed how
the collocated interface may help in structuring the group style of interaction and
how the interface promotes certain kinds of collaboration. More details on the results
of the evaluation and the design process can be found in [94].

The most important pattern of use relates to the use of the documents. For two of
the five groups, the documents served mainly as a whiteboard. The documents were
enlarged to reach about the surface of the interface and used to support the com-
munication by drawing diagrams and schemes. In this way the documents foster
communication and the common understanding of a problem by providing a shared
attentional focus for participants. In other meetings, documents were used to sim-
ulate the functionalities not provided by the system. For example, a calendar and a
timeline have been sketched in order to plan future activities. Both these aspects re-
late to the concept of appropriation [29] which is defined as the process by which a
technology is adopted and adapted into a working practice. Appropriation is claimed
to be endemic to collaborative work and it is a twofold process: from one side the
users modify their behavior to fit the system constraints while from the other side
they re-invent new uses to accomplish tasks not foreseen by the designers.

In some cases the tabletop device has been circumvented by traditional technolo-
gies and artifacts, such as whiteboard, pens and, above all, paper-based resources.
In any ecological situation, the technology has to “negotiate” its space with other
artifacts. Harper and Sellen [78] demonstrated, for example, the importance of the
paper in supporting collaborative work. In our observations too, paper and elec-
tronic tools co-exist and contribute to the meeting activities. Paper is mainly used at
the personal level during the meeting, usually to take personal notes. Yet paper re-
sources also served to introduce in the meeting preparation the work done before (as
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handouts or as personal notes). The necessity of linking the meeting to the activity
of the team before and after the meeting itself emerged in several interviews.

Three main working styles have been identified observing the allocation of in-
puts between participants and the functionalities employed: the division of labor, the
specialization in roles and the centralized management. These patterns contribute to
understanding the modalities through which the small groups implicitly or explic-
itly coordinate their actions in order to carry out a collaborative activity with the
collocated interface. Also, this work is significant as a first step toward the identifi-
cation of learning and repairing processes that groups display to overcome system
limitations or unexpected behavior of the system.

The CW proved to be flexible enough to make it possible for each group to ac-
commodate it into their work practices while not preventing the teams to keep using
their normal tools (from sheets of papers to personal laptops). Yet, the introduction
of the system required the groups to engage in a sense-making process that was
sometimes disrupting for the cohesion and the efficiency of the meeting. In design-
ing this kind of system it is crucial to consider both their usability and their impact
on established working practices.

5.3 Managing the Social Interaction: The Relational Cockpit and
the Relational Report

The availability of rich multimodal information can be exploited to provide group-
oriented services. Our approach to service development was inspired by the obser-
vation that often professional coaches are invoked to facilitate group sessions and
provide feedback to team members about their behavior, in order to help the team
improve the social interaction and the effectiveness of their meetings. Two services
were developed and evaluated. The Relational Cockpit (RC) monitors and provides
feedback during a meeting about participants’ speaking time and eye gaze behav-
ior. The Relational Report (RR) consists of a report about the social behavior of
individual participants that is generated from multimodal information, and privately
delivered to them after the meeting [70]. In both cases, the underlying idea is that
the individuals, the group(s) they are part of, and the whole organization might ben-
efit from an increased awareness of participants about their own behavior during
meetings.

5.3.1 The Relational Cockpit

The Relational Cockpit aimed to provide non-obtrusive feedback about participants’
social behavior during a meeting. This aim inspired us to adopt the constraint that
the service should not provide in-depth feedback (this was to be reserved for the
Relational Report), but instead feedback that could be easily grasped from a pe-
ripheral display. The focus of our research was on meetings where all participants
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are supposed to contribute and reach consensus about a course of action. Based on
literature reports, analyses of meeting behavior and interviews, we identified as-
pects of non-verbal behavior that are indicative of the social inclusion of meeting
participants as most suited for feedback. In the first place, the speaking time of
individual participants provides information about dominance patterns, leading to
the monopolization of the conversation by certain participants and the exclusion of
other participants from the conversation. In the second place, the eye gaze patterns
of meeting participants provide information about the turn-giving and turn-taking
behavior during a meeting. Since the current speaker has the privilege to select the
next speaker and eye gaze plays an important role in identifying the addressee of an
utterance, meeting participants who are not gazed at by the current speaker will feel
neglected and excluded.

Based on this reasoning, we devised a service that provided feedback about
speaking time and eye gaze patterns to meeting participants. Speaking time was
obtained from a speech diarization component (indicating who is speaking when).
Eye gaze patterns were estimated from a perceptual component that measured head
orientation (the physical arrangement of the meeting participants around the table
was such that shifts in eye gaze across participants required a change in head ori-
entation). The extracted speaking time and eye gaze patterns were visualized in
the form of colored circles that were projected on the table before each participant
and that would grow as the meeting evolved. The circle for speaking time reflected
the amount of time that a participant had been speaking since the beginning of the
meeting. A relatively large circle, compared to other participants, would identify
that participant as an “over-participator”, i.e. someone who had been speaking pro-
portionally much. The circle for eye gaze reflected the amount of time that a partici-
pant had been gazed at by the speaker since the beginning of the meeting, summing
across the other participants. A relatively large circle, compared to other partic-
ipants, would mean that the participant had been gazed at proportionally much by
the other participants when they had been speaking. There was a third circle for each
participant, reflecting how much visual attention he or she received while speaking
from the other participants, but we will leave this out of consideration in the further
treatment.

Reliability analyses were conducted by comparing post-hoc manual annotations
with the automatically extracted speaking time and eye gaze patterns. It was found
that, while the accuracy of the automatically extracted patterns was only modest at
a micro-level, there was satisfactory agreement between the manually and automat-
ically extracted patterns for the cumulative patterns. This means that the duration of
individual speaking turns and shifts in eye gaze were not extracted very accurately,
but summing over larger stretches of the conversation the total speaking time and
gaze time for individual participants were estimated at a satisfactory level.

Two user tests were conducted to test the impact of the service on the social in-
teraction during meetings [57, 89]. Summed across the two tests, thirty-one groups
of four participants tried to reach an agreement about pre-specified topics requiring
negotiation in two sessions. One session was a normal meeting, in the other ses-
sion the group received feedback about its social interaction. Each session lasted
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about twenty minutes. The order of sessions with and without feedback was bal-
anced across groups. It was found that participants who contributed relatively much
(“over-participators”) in the session without feedback used less speaking time in the
session with feedback and that participants who contributed relatively little (“under-
participators”) in the session without feedback used more speaking time in the ses-
sion with feedback. Further inspection of the data suggested that the effects were
mainly due to the feedback on speaking time. There was no evidence that feedback
on eye gaze patterns led speakers to change their eye gaze patterns such that they
would result in better inclusion of “under-participators”.

5.3.2 The Relational Report

The success of a meeting is often hindered by the participants’ behavior: profes-
sionals agree that as much as 50% of meeting time is unproductive and that up to
25% of meeting time is spent discussing irrelevant issues [30]. In order to improve
the productivity of meetings, external interventions such as facilitators and training
experiences are commonly employed. Facilitators participate in the meetings as ex-
ternal elements of the group and their role is to help participants maintain a fair and
focused behavior as well as directing and setting the pace of the discussion. Train-
ing experiences aim at increasing the relational skills of individual participants by
providing an offline (with respect to meetings) guidance – or coaching – so that the
team eventually will be able to overcome or to cope with its disfunctionalities.

The Relational Report (RR) aims at providing coaching support in an automatic
way, by monitoring groups, and generating individual reports about the participants’
relational behavior. The system does not keep verbatim trace of what people said or
did during the meeting, and does not produce minutes; rather it makes available
more qualitative, meta-level interpretations of people’s social behavior. The reports
are delivered privately to each participant after the meeting, with the purpose of in-
forming them about their behavior, this way stimulating reflective processes and,
ultimately behavioral change [12]. Support for the idea that automatic coaching
might be as effective as human coaching comes from studies that have shown how
people do not rate differently reports about their own relational behavior according
to whether they were generated by a human expert or by a system on dimensions
such as perceived usefulness of the report, reliability, intrusiveness, and acceptabil-
ity [70].

The RR composes its reports from information about the functional relational
roles the given person has played during the meeting. Building on Benne and
Sheats [6] and Bales [5] works, we identified two sets of role labels: the Task Area,
roles related to facilitation and coordination tasks as well as to technical expertise of
members; the Socio Emotional Area, which is concerned with the relationships be-
tween group members and the “functioning of the group as a group”. The Task Area
functional roles include: the Orienteer, who orients and keeps the group focused;
the Giver, who provides factual information and answers to questions; the Seeker,
who requests information and clarifications; the Follower, who just listens, without
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actively participating. The Socio-Emotional functional roles include: the Attacker;
who deflates the status of others, expressing disapproval; the Protagonist; who takes
the floor and drives the conversation; the Supporter, who shows a cooperative atti-
tude demonstrating understanding and attention; the Neutral, played by those who
passively accept the ideas of the others, serving as an audience in group discussion;
see [69].

Information concerning the functional relational roles played by participants is
assembled by the system from low level audio-visual inputs, in particular, speech
activity and fidgeting (that is, the overall level of hand and body activity). Those
features were exploited in experiments aiming to investigate and compare the per-
formances of a number of classifiers for role detection: Support Vector Machines,
Hidden Markov Models and the Influence Model [99, 28] ; the best results were
yielded by the Influence Modeling, with an accuracy of 75% for both “task” and
“socio” roles. The RR uses this information to compose multimedial reports (see
Fig. 15).

Fig. 15 An example of a multimedia relational report for one meeting participant.

The textual part describes the behavior in an informative rather than normative
way, helping the user accomplish the first step of the reflective process – namely, the
return to experience [12]. It is based on a general-purpose schema-based text plan-
ner [15] which accesses a repository of declarative discourse schemata derived from
the analysis of the actual reports written by the psychologists. To improve effective-
ness and emotional involvement, a virtual character reads the report with emotional
facial expressions appropriate to the content (e.g., a sad expression is used when
something unpleasant, e.g., a serious contrast with a colleague, is being recalled).
When appropriate, the presentation is enriched with short audio-video clips from
the actual meeting, which exemplify the information presented. Finally, a graph-
ical representation of the participant’s behavior is also provided, yielding a more
explicit feedback about the system’s internal interpretation of what was monitored
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during the meeting. The graphical part was inspired from visualizations discussed
by Bales [5], and expresses at a glance the interaction behavior of a participant by
profiling the amount of time spent on each task- and socio-emotional roles. More
information about the presentation engine can be found in [70].

5.4 The Connector: A Virtual Secretary in Smart Offices

Much of the communication at the workplace – via the phone as well as face-to-face
– occurs in inappropriate contexts, disturbing meetings and conversations, invading
personal and corporate privacy, and more broadly breaking social norms. This is
because both, callers and visitors in front of closed office doors, face the same prob-
lem: they can only guess the other person’s current availability for a conversation.

The Connector Service was designed to facilitate more socially appropriate com-
munication at the workplace by acting similarly to a context-aware Virtual Secretary.
Concordant with the CHIL paradigm, it aims toward understanding a person’s situa-
tion and activity in smart offices, and passes on important contextual information to
callers and visitors in order to facilitate more informed human decisions about how
and when to initiate contact [23].

Deploying such a context-aware Virtual Secretary requires an instrumented en-
vironment, able to sense situations, recognize people and track activities. At UKA-
ISL, cameras were installed in “smart” offices (Fig. 16), and a set of perception
technologies was employed as described previously in order to detect basic social
situations: whether the office was empty, if the occupant was alone, or if he was in
a face-to-face meeting with others.

Fig. 16 Camera snapshots of different smart offices with occupants present.

The Connector as Virtual Secretary mediated all phone calls as well as face-to-
face interactions in the smart offices. Knowing about the current situation, it could
warn senders at the time of the call when the current situation was likely to be
inappropriate for talking on the phone.

Virtual Secretary [synthesized voice]: ”Hello Jane. Thank you for calling Bob
Smith. This is his Digital Secretary. Bob is currently in a meeting with Eric. Your
call is important. Please hang on, or press 1, to leave a message. Instead, you may
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now press 2 to be connected to the office phone. To schedule a call at the next
available time, please press 4.”

Similarly, once a visitor was detected in front of the office, the Virtual Secretary
provided him or her with important contextual information about the situation inside
the office (Fig. 17). The goal was to prevent untimely disruptions from taking place,
such as during meetings or phone conversations. In order to detect and identify
people, a small webcam was placed on the screen that greeted visitors in front of
the office door. A few seconds were enough for the face recognition system [35]
to accurately detect and identify members of our research lab (approximately 15
persons) and distinguish them from unknown persons.

Fig. 17 A visitor consults the Virtual Secretary at the office door. A small webcam was placed on
top of the screen from which the Virtual Secretary greeted visitors.

The Virtual Secretary was installed in front of the office of a senior researcher,
who was very frequently occupied, and mediated all his phone calls and meetings
over a period of three weeks. The system provided a web-based diary of all office
activity, as shown in Fig. 18. At the end of each day, the participant was asked to
browse this diary and annotate each interruption according to how available he had
been and how appropriate the interruption was.

Observations and interviews showed that the system was running robustly over
this extended period of time and was easy to use, even without any prior experience
with it. A total number of 150 contact attempts (76 were phone calls) were proto-
coled by the system. Analyzing ratings of appropriateness of all interruptions empir-
ically proved that there were significantly fewer inappropriate workplace interrup-
tions when the Virtual Secretary mediated phone calls and direct interactions [23].

6 Conclusion

Implicit, proactive computing services as proposed in CHIL, are a way to free hu-
mans from unnecessary and unwanted preoccupation with technological artifacts.
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Fig. 18 The office activity diary was shown as interactive time line widget.

We can think of CHIL computing as a whole new human-centered way of opening
up access and deployment of computing services. They allow the attention of the
human beneficiary of the services to shift away from human-machine interaction to
(machine-supported) human-human interaction, in the interest of improved produc-
tivity and user satisfaction. Such proactive services, however, require considerably
broader, better and more robust perceptual capabilities to suitably judge user activi-
ties, intent and needs. Under CHIL, we have proposed, implemented, improved and
evaluated such perceptual processing over publicly available benchmarks, and we
were able to integrate these technologies into multiple service prototypes efficiently
under a common software architecture. It is our hope that this will seed and promote
a drive for better and more appealing clutter-free computing.
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