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We presentANUS-II, a lage scale system feft aimed at intaactive spoken languge
transldion. JANUS-II now acceptspontaneousorversdional speech in a limited domain
in English, German or Spanish and produces output im@&grEnglish, Spanish,apa-
nese and Brean.The dallenges of coaticulated,disfluent,ill-f ormed speech are mani-
fold, and hae required adances in acoustic modelingictionary leaning, languae
modeling,semantic parsing anagerationto adhieve accetalde perbrmanceA seman-
tic “interlingua” that epresents the intended meaning of an input senjéacditates the
generdon of cultually and contetually appropride transldion in the presence ofrele-
vant or eroneous inbrmation. Application of stdistical, contetual, prosodic and dis-
course constraints permits a goressivel narowing seach for the most plausie
interpretaion of an utteance During translation JANUS-II produces paphiases that ar
used for inteactive corection of tansldaion erors. Begond our continuing ébrts to
improve obustness and acaoy, we hae also begun to study possibterhs of dgloy-
ment. Seeral system prototypes @ been implemented tx@ore transldaion needs in
different settings: speechatrsldion in one-on-one video cagrfencingas potade mobile
interpreteror as passe simultaneous cerrsdion translatorWe will discuss their ugal-
ity and performance.

1.0 Introduction

Multilinguality will take on spokendrm when inbrmaion services are to extendymad
naional boundaries or across langaagoups. Déabase access by speech will need to
handle multiple langwges to service customers from fdient languge goups. Pulic
sewvice opeators (emegency,police telephone opeators and others) &quenty receive
requests fromdreignes undle to speak the national langeAlready multilingual spo-
ken languge services arergwing. Telephone companies in the US (AT&T Langea
Line), Europe andapan now dffer languge transldion services wer the telphone,pro-
vided by human opators. Movies and television broadcasts aretinely translaed and

Interactive Translation of Conversational Speech 1



delivered either by dubing, subtitles or multilingual anscipts. With the dive of auto-
mating informaion sewices,therfore,comes a pwing need for automatedutilingual
speeb processingWhile few commercial multilingual speech services yeg intense
researb activities are underay. The major aims & (1) Spoken Langwge Identifcation,
(2) Multilingual Speech Recognition and Understanding for human-machinadtiber,
(3) Speechlransldion for human-to-human commicaion. Speech ansldion is the
most ambitious of the the,as it equires geaer accuacy and detail during the arnasis,
and potentially needs to track highly disfluent and colloquial conversational speech.

2.0 Background

In the not too distant past, the possibility of one day belhg ta cary out a telphone
conversdon with a speadr, with whom you share no common langeaappeared
remote With the state of the art in speedtanition and machine @nsldion still far
shott of perfection, the combination of the two teoologes could not be expected to
deliver acceptable performance.

The late '80s and elgr’90s, havever,hare seen tremendous\ahces in speeclecogni-
tion perbrmance propelling the state of the art from speakgretelentsingle utteance,
small wocabulay recognizes (eg., digits) to speaker ingendent,continuous speéc
large wocabulay dictation systems at around 10%orak eror rate Similatly, madine
transldion has adanced considably, and a number of textansldion products are no
commercially available.

2.1 The Problem of Spoken Language Translation

Beyond impoving each component, ivever,it has become ineasingy clear, that good
speeb transldaion cannot be dgeved by mere combination of better speeebognition
and machine &msldion components. Just as continuous speectgnition has become
possilbe without attempting to dteve perfect phonemecanition perbrmance (In &ct
phoneme accaxy still ranges between 50% and 70%), thelpem must be iacked in its
entirety Closer inspection of actual human spoken dial@ggies this intuition. Consider
an actual spoken dialog between two Spanish gpedilying to gree on a time for an
appointment.The llowing example shows a maally produced careful émsliterdion of
the utterance, the way it was actually spoken by the speaker:

“...si si el viernes diecinueve puedo si porque sabes me voy de viaje d hoy la verdad asi es
gue este mes es muy viajero me voy el dia seis de viaje y estoy hasta el doce asi que el dia
diecinueve me viene muy bien francamente...”

Running this utterance through a commercial textgtdion system, thedllowing trans-
lation results was obtained. (Notidat this would ven assume perfect speedtagni-
tion):

yes yes on friday nineteen can yes because know | go me of trip D today the truth such is
that this month is very traveler | go me the day six of trip and | am until the twelve as soon
as the day nineteen comes me very well outspokenly
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Wha went wrong?The fact is humanly spoken sentences ardlhawer well-formed in
the sense that they seldom obigyd syntactic constraint3.hey contain disfliencieshes-
itations (um, hmm, ety, repetitions (*....so I, I, | guess, what | was sayif)g and &lse
stats (“..nhow about we meet on Tue.. um.. cedWésday..”). Yet put in the context of
discussion they are still pedtly undestandake for a human listener. A successful sgeec
transldion system thexfore cannotely on perfect ecanition or perfect syntax. Raer, it
must seach for a semantically plausible infeetdion of the spead’s intent while judi-
ciously ignoring linguistically unimportant words or fragments.

The poblem described isx@acerb&ed by ecanition erors and ewironmental noises tha
occur during speeclecording,such as coughs, laughteglephoneings,door slams, etc
Without proper teatment,these noises may becognizd as one of the ards in the
vocabularypotentially causingrga damae in the tansldion processThe damdic vari-
ation in speakingate is another mblem to be accounted for in human-to-human djalo
recagnitions. In fast speécconsideably higher eror rates are obsged due to codicula-
tion, reduction or elisions between the words.

A spoken dialog does not consist of sentences in the classical senaee we pvided
with punctuation maers to delimit them. Insteagach utterance isdgmentay and eah
speakes turn often contains two or more sentences or conceptad; . Tuesday doesn’
work for me...how about..ainesdaynorning...Védnesday the twelfth Even if we were
given punctuation méers, attempts to anslde such fagmentay utterances &quently
result in awkward output.

To provide useful spoken language communication across language barriers, we must
thereforanterpretan utterance, or extract itsin intent, rather than attempt a sentence by
sentence translation. This often involves summarization. Thus we wish to “translate” the
previous Spanish example above as:

“... I'm available on Friday the nineteenth...”

Only by way of a semantic and pragmatic interpretation within a domain of discourse can
we hope to produce culturally appropriate expressions in another language.

2.2 Research Efforts on Speech Translation

Speeb transldion researb today bgan with systems in the late eighties andyeame-
ties whose main goal was to demoastifeasibility of the concept. In addition to domain
constraints,these edy systems had Xed speaking stylegrammdical coverage and
vocabulay size. Their system anhitectue was usually sictly sequentiall, involving
speeb recognition,languae analysis andameration,and speech synthesis in thegtr
language Developed at industrial and academic institutions, tregyessented a modest,
yet significant fist step tward multilingual comnanicaion. Eaty systems include inde-
pendent esearh prototypes deeloped by ATR[1], AT&T[2], Carnegie Mellon Univer-
sity and the University of Karlsruhe[3], NEC[4], and Siemens AG.

Most were developed through intecional colleboraions that povided the coss-linguis-
tic expertise Among these intertional coopeations,the Consortium for Speedmansla-
tion Advanced Reseah, or C-STAR, was brmed as a ®luntay group of institutions
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committed to build speechatnsldion systems. It arose from a pagiship amongATR
Interpreting Telephony Laboratories (now Interpreting Telephony Laboratories) in Kyoto,
Japan, Carnegie Mellon University (CMU) in Pittsburgh, USA, Siemens AG in Munich,
Germany, and University of Karlsruhe (UKA) in Ksmuhe, Gemany Additional mem-
bers joined brces as paners or afiliates: ETRI (Korea),IRST (Italy), LIMSI (France),

SRI (UK), IIT (India), Lincoln Labs (USA), DFKI (Garany), MIT (USA), andAT&T
(USA). C-STAR continues torgw and to opeate in a &irly loose and irdrmal olganiza-
tional style with each of its pners building complete systems or componenhieto-
gies, thereby maximizing the technical xehang and minimizing costly softave/
hardwae interfacing wark between pdners. In addition to the activity of consortia suc

as C-SAR, and the industrialesearb described laove,there are gvemment sponsed
initiatives in seeral countries. One of the gast isVerbmobil, an eight year &brt spon-
sored by the BMFTthe German Ministry for Science amdchnoloy [5] that involves 32
research groups.

3.0 JANUS-II - A Conversational Speech Translator

JANUS [3] was one of the elgrsystems designed for speedmtldion. It was deeloped
at Camedge Mellon Unwersity and Unversity of Kaldsruhe in the late '80s and &ar90s
in patnership with ATR (Jpan) and Siemen8G (Gemary). Since then it has been
extended at both sites to morevadced tasks. Results from theser$ now contibute to
on-going spoken langwe transldion eforts in the US (Project Enthusiast) and @any
(ProjectVerbmobil).While the frst version,JANUS-I, processed only syntacticallyel-
formed (read) speechver a smaller (500 ard) vocabulary,JANUS-II now opegtes on
spontaneous cerrsdional human-human dialogs in limited domains wititabularies
of around 3000+ wrds. At pesent,it accepts English, Geran, Spanish, dganese and
Korean input and delers transldions into Geman,English, Spanishgdanese or Brean.
Further languages are under development.

Beyond transldion of syntactically well drmed spedrt, or (relatively well behaed)
human-makine speech uttancesthe esearb focus for JANUS-II has been on tharis-
lation of spontaneous conversational human-to-hurspeech. In theoflowing we intio-
duce a suitele daabase and task domain and discuss the JANUS-II spoken pgua
translator.

3.1 Task Domains and Data Collection

To systemacally explore the tansldion of spoken languge, a ddabase for taining, test-

ing and benlemalking had to be mvided For realism in practical situations a task domain
had to be chosen thagquires tansldaion between humans trying to coramcéae with
ead other as opposed to tasks that aim abiniaion retrieval (human-machine). Some
applicdaions of speech ansldion (See section belo) will have elements of human-
madine dial@s, when a computer inteenes in the comumicaion process mviding
feedbak to the users. In other sitiiens, however, simultaneous #&nsldion of on-ging
human-to-human conversations is desired.

A symmetric ngotiaion dialog is chosen. As a task domain, many sitee hdopted the
appointment scheduling domain proposed in\eebmobil projectTo elicit ndural con-
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versdions that are nonetheless contained, andre impotantly, compaale across lan-
guageswe hae devised sets of calendars witlreqn constaints, that get pogressively
more complex and @nerdae more conflicts between speak Subjects are simpl
requested to schedule a meeting with each other and do so at their own pacelate in w
ewver fashion they wish toxeress themselve3he same calendars can be used @ndg¥
lated form) for monolingual dialogacodings in each langge The dialogs areecorded

in an ofice ewironment,typically using push-to-talk buttons to aete recording The
recordings are nscibed caefully and douke-checled to ensure thall acoustic eents
(including repetitions,false stats, hesitdions, human and non-human noises) aanir
sciibed and listed in thednscipts as they occur in the signal.v8el sites in Eurpe,the
US and Asia are now collecting andrscibing data in this fashion. More than 2,000 dia-
logs coresponding to about half a milliononds hae been collected for English. Some-
wha smaller déebases to date ti@ been collected for Gaan, Spanish, ldrean and
Japanese by various sites as well.
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FIGURE 1. Vocabulary Growth as a Function of Database Size

Figure 1 shows for arious languges the gowth of the resulting @cabulares as a func-
tion of the number of wrds spoken by subjects. For up to a quarter of million epok
words the domain acabulay grows to around 3000 evds in EnglishWe note that (as
always in spontaneous speech) there cannot be fuitaé@n even at that ieel, as thee
will always be new wrds to contend with. Interesting in thigydre is also the apid
growth in vocabulay size for &paneseKorean andwen for GermanThis is the result of
using full form ‘word’ entries in the dictiongr a stateg that is @propride for English,
debatake for Geman,and ingpropride for Jpanese and ¢tean. Geman,characterized
by large rumbes of inflections and noun compounds, aagahese/Kaan by pakaging
entire phrases into inflectesbins generde many more arnants from root érms than
English and hee to be boken down into subunits. In Spanish werdnalso &plored two
different data collection sitegies:(1) A push-to-talk button scenario on one sidhich
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requires the speaker to hold downecod a button while talking to the system. @)
cross-talk scenario on the other allowing smeEsko speak sioitaneoust and taking
turns wheneer they want toThe speech of each dialog partnerasaded on sparate
channels. Each of these twecoding scenarios isvaluaed in actual speechaimslation
system tests.

3.2 System Description

The key to the poblem of speech émsldion is finding an pproadt to dealing with uncer
tainty and ambiguity atvery level of processingA speaker will produce illédfrmed sen-
tences,and noise will suound the desired signal; the speeelkagnition engine will
produce ecaggnition erors; the analysis module will lack inwerageand without consid-
eration to dialog and domain constraints each utterance will be ambiguous in meaning.
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FIGURE 2. JANUS-II System Level Overview
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JANUS-II was designed to deal with this problem by applying all sources of knowledge
(from acoustic to discourse) succesi to narow the seath for the most plausibledns-

lation. Two goproadies appear posse (1) to povide feedbak (badktradking) from later
knowledge sources to earlier kmdedge souces,(2) to maintain a list orrgph of possibil-

ities at each stage and narrow these possibilities as each subsequent knowledge source is
applied The second@proad is selectedmostly for eficiency reasons. It does naquire
backtracking or repeating earlier processing stages and allows, in principle, for incremen-
tal speech anslationthat is, continuousecaynition and tanslation potentially while the
speaker is speaking.

Figure 2 shows a system overview. The main system modules are speech recognition,
parsing, discourse processing, and generation. Each module is language independent in
the sense that it consists of a general processor that can be loaded with language specific
knowledge sources.

Speet is accepted through a signal processing front-end and processed by theespeech r
ognition module. Stéonaly badkground noises (computer hum, telephone hiss, air condi-
tioner,microphone channel) aremowed or nomalized by signal enhancementhecues

in the signal processingdnt-end Nonstaionary human and non-human noises such as
coughs lipsmads, breathing,and telephoneings, door slams, etc. are modeled‘gar-
bage’'models andacognizd indvidually as noise-wrds. To avoid having to ceae mod-

els for each conceale noise in the wrld, a dusteing algorithm reduces theseagbage
words to a more mage@ale number of up to sen prototypical noiseagbage cdegoies.

The recanition module then gnerdes acoustic scores for the most promisingrav
hypothesesgiven a ponuncidion dictionay. It uses Hidden M&ov Models (HMM) and
HMM-Neural Net tybrid technologes combined with statistical langgeamodels [6] in
an attempt to produce most robust recognition performance.

In lieu of the bestacanition hypothesisthe JANUS-II ecanition engine etums a l&-
tice of near-miss hypothesisfiments oganizd as a @ph. This gaph is then reducedyb
a lattice processor that has two functions:

» Eliminate redundant or unpductive altenatives,such as arcs that t&f only by difer-
ent noise-wrd hypotheses on the assumption that a confusion between such noise
alternatives (sg, key-click vs. mircophone tap) kia no bearing onansldion accuacy.

* Break a long utterance into Uk smaller sulattices according to rough prosodic cues,
such as pauses and hesitations for further processing.

The resulting shorter and reduced lattices are then passed on to the language analysis.

Unlike JANUS-I that relied hedy on syntactic angbis, JANUS-II employs almost
exclusivey a semantic analysighis is to obtain abust intepretdion of the meaning in
spite of ill-formedness ofx@ression andecaynition eror from the input. Seeral pasing
approabes are used: A semantictiean based leartt parser (Phoenix) and GLR*, a sto-
chastic,fragment based extension of an LR ggrBoth employ semanticrgmmas and
derive a language independent representation of meaning called “Interlingua”.
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There are three main &dntages for the Interlinguapproach:First, it aims to reduce the
dependence of the output sentence on thectiral form of the input languge Wha ma-
ters is the intent of the input utirce whateer the vay it was &pressedSentences lik
“l dont have time onUdesday, “Tuesday is shtt“l am on vacation, desday, can nav
all be mapped onto the same intended meaning “I amailabde on Tuesday”,and an
appropride sentence in the output langaacan be gneratedEven cultually dependent
expressions can beanslded in a cultually appropride fashion.Thus “Tuesday no
good could be tanslded into “Kayoobi-wa chotto tsugo-gavarui” literally: “As for
Tuesdaythe circumstance is a little bit badThe second ad@ntag of the Inteingua
approab is the compative ease by hich additional languges can be ated Thus ony
one output gneraor has to be written for each new output larggyas opposed to dihg
an analysis and aregeraion module for each langga pair.The ease ofgnerding out-
put in any languge constitutes the third opportunity andvadtage.generaing an output
utterance in the input langge theeby pamphiasing the inputThis permits the user to
verify if an input utterance was pperly analzed This very important €atue improves
the usability of a speechatnslation,as the user most By does not know if an output
translation in an unknown language is correct or not.

Semantic epresentdons in naural languge processing ha&, of couse, been studied
extensivey over the ars,leading to a number of Interlingua based teahs$tdion sys-
tems (see [11][12][13] foraview). We find the use of an interlingua bas@p@adh par
ticularly advantageous for the @nsldion of spontaneous spde@s spoken langga is
syntacticaly more ill-formed and lessetiable,but the semantics typically more contained

For each ecaynition hypothesis emging from the ecognizera semantic analysis is per
formed,resulting in a rank alered list or a lattice of meanings. tdaally, not esery recog-
nition hypothesis will result in a ddrent typothesis,nor will every recognition
hypothesis result in a semantically plausibypdthesisso that a substantial reduction in
remaining hypotheses can bédhmved The semantic analysis in the JANUS-II system is
provided by one of seeral parsing skemesthe Phoenix paer,the GLR* parser (see dis-
cussion below), and several exploratory connectionist and statistical learning parsers.

After parsing,a discourse processor or contextual disambiguation can be applied to select
the most ppropride meaning from the Interlinguatti@e, based on the additional consid-
erdion of the context or discourse t®@alhere are three diérent pproates that can be

used to pedrm this selection oreordering:1.) discourse plan based ernce meba-

nisms, 2.) Interlingua N-gams (conditioning the ctent meaning on prious dial@
statesand 3.) a dialog finite state niaice The proper weighting of each of the disambig-
uating strategies is obtained by training statistics over a large training database.

Following the parsing stge, generdion of an @propride expression in the output lan-
guace is perbrmed,followed by speech synthesis in the output laggukor synthesis,
JANUS-II resots to commercial synthesis devices and/or builds on the speech synthesis
research work of our partners.

3.2.1 The Recognition Engine

The baseline JANUS-llecognizer uses two streams of LDA céiefents dewed over
melscale,pover and silenceefatues. It uses a three paggerbi Decoder Contiruous
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Density HMM’s, Cross-Wod Triphones and speaker gdid@ion. A channel nanalization
and explicit noise models are designed to redud®stay badkground noise and human
and non-human noise events.

In our efort of enhancing thewerall system pedrmance,we continue to impve the
underling speech anddnsldion stiateges. Rarticularly, in the light of our need tcear-

range and edeply our recognizr for different languges and dierent tasks, we wish to
automate many aspects of the system design that might otherwise be predetermined once.

Improved results have recently been achieved through the following strategies[6]:

» Data Driven CodebookAdaptation - These are methods aimed at autboadly opti-
mizing the number of parameters.

» Dictionary Learning - Due to the ariability, dialect \ariations,and coaticulation phe-
nomena found in spontaneous speguonuncidion dictionaries hee to be modigd
and fine-tuned for each langg&aTo eliminate costly manual labor and for better mod-
eling, we resort to data-driven ways of discovering such variants.

* Morpheme Based Languge Models- For languges taracteried by a icher mor
phology,use of inflections and compounding than English, moreldeitanits than the
‘word’ are used for dictionaries and language models.

» Phrase Based and Class Based Langyge Models - Words that belong to ard
classes (MONBY, TUESDAY, FRIDAY...) or frequenty occuring phrases (g., OUT-
OF-TOWN, I'M-GONNA-BE, SOMETIMES-IN-THE-NEXT) are disoered auto-
matically by dusteing techniques and added to a dictionary as specalsyphrases
or mini-grammars.

» Special Sulvocabularies[7] - Special Confudade Sulvocabulaies (eg. Contiruous
Spelling for Names anéicronyms) are processed in a secofassificdion pass using
connectionist models.

3.2.2 Robust Parsing Strategies

Two main parsing satedes are used in ourark: the Phoenix Spoken LangyeaRarser,
and the GLR* robust parser.

* The Phoenix Spoken Languge System[8] was extended to parse spoken lamgua
input into slots in semantic frames and then use these framesdatg output in the
target languge Based on ainscipts of scheduling dialgs, we hae developed a set of
fundamental semantic units thapresent diferent concepts of the domaimypical
expressions and sentencetteans in a speak’s utterance are parsed into semantic
chunks,which are concended without gammadical rules. As it ignores non-rtehing
fragments and focuses on importamy phrases,this gproad is paticularly well
suited to parsing spontaneous sfeé#tat is often ungammadical and subject toecog-
nition erors. Genegtion based on conceptual frames is terse buvetslihe intended
meaning.
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* The GLR* Parser [9] - As a more detailed semantic analysis we also pursue GLR*, a
robust extension of the Geradized LR Rarser It attempts to find a maximal subsets of
an input utterance that are pable,skipping wer unecognizale parts. By means of a
semantic gammar GLR* parses input sentences into an lintpra, a languge inde-
pendent epresention of the meaning of the input sentence. Compared to Phoenix
intedingua generaed by GLR* ofers geaer level of detail and more spedaity, e.g.
different speaker attitudes andédé¢s of politenessThus,transldion can be more ra-
ral, overcoming the telgraphic and terse riare of concept basedamsldion. As GLR*
skips wer unecognizale pats, it has to consider a lge number of potentially mean-
ingful sentence &gments.To control the combirtarics of this seah, stochastic par
ing scores and prbreaking of the incoming lattices are used to reduce the ambiguity
GLR* has greater computational requirements but produces more detailed translation.

3.3 Performance Evaluation

To assess the permance andelative piogress in the deelopment of speechanslators,
seveal evaluaion measures a to be deised Evaludions can be peofmed at three e
els:

» Speeb Recognition Rate - Measd, as usual, by counting substitution, deletion and
insertion errors over an unseen test database.

» SemantidAnalysis based oifranscipts - This can be measex, if a ‘desired’intedin-
gua epresentdons (the eference) has been eblished wer a new test sethe daw-
back of this approach is that it is subjective and requires considerable manual labor.

* End-to-EndTransldion Accurag based on 1J)ransciptions and 2.) Regmizer Input.
Ead clause or conceptualafiments (not each turngpresents anvent for ezaluation
to avoid undue weighting of short confiatoly remaks (eg., “Thats right’, “OK”").
Output is then judged by a panel of three judges under itegiactGood”, “Accept-
able” and“Bad”, where Acceptalle means an utterance waarslded avkwardly, but
still transmits the intended meaning. Utterances there vestalished as‘out-of-
domain’were counted as acptble,if they produced an acptale transldion none-
theless or rejected the utterancéaag-of-domain’,and they wre counted as bad oth-
erwise.

Figure 3a shows theecaynition results obtainedver the course of recent\ddopment on
a Spanish carersdional transldor for the scheduling domain. As can be seen, the initial
recaynition accuacy was quite lay, which is explained in part by indugient data in the
initial stages of degelopment for a new langge In other pats, hovever,the resultseflect
the dificulty of processing human-to-human weersdional dialogs. As otheresearch
teams hee found (see ICASSP’95, for example) on similar taslg.,(he Switthiboard
corpus,where,due to higher p@texity and the additional diiculty of telephone band-
width, the results of only 50+% avd accuacy have so far been &eeved), human-to-
human dialogs are highly digént, hearily coaticulated,vary enomousl in speaking
rate,and contain many more short phoatrticulated words than read or human-niace
speeb. Indeed better accuracies (exceeding 80&8n be obsered in the skeduling
domain,when speadrs are not corersing with each other but are cognizant of taet f
that they are talking to a computer.
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FIGURE 3. Performance Results for the Recognition (a) andlranslation (b) of Spanish
Conversational Dialogs

Figure 3a also shows a comparison between speech collected using a pushviddialk s
and free cross-talk dialogé/hile both are human-to-human, cross-tgdp@as to result in
even less well behed speech and thus is morefidifilt than push-to-talk speechor-
other languges (English, Genan, Japanese)JANUS-II curently delivers similar word
accuacies of 70+%. In recentv&udions caried out by thé/erbmobil project using Ve
different recaynition enginesacanition these accuracies up to 70%revfound to be the
best achievable for conversational German so far.

Figure 3b shows the result of end-to-end speeghstdion perbrmance wer a set aside
test setThe results wre obtained by scoring theatisldions produced by three &Bfent
grammas from three dierent moments in the delopment gcle. The same test setas
used to test all threegmmas (of couse,without any deelopment in the interim). Reas-
suringly, transldion accuacy was found to impve with gammas of gedaer coverage It
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can be seen thataimsldion accuracies up to 85% can bédiaged based on @nscribed
spoken language, and up to 74% using the two parsers, Phoenix and GLR*.

Tale 1 finally shows an interesting comparison between cross-talk and push-to-talk con-
ditions. It was cated out using the Phoenix parser in both cases seeral unseen test
sets. Human énslatos repot translding the apid-fire turn-taking in spontaneous digfo

as unacagatably difficult. Based on theseeports,we predicted that cross-talk spbkec
would be nuch harder to@cogniz and to tansldae by machine as well. Since wevhao
compae results from dferent test dialogs (with considdae variability in performance)

to ched this pediction,we note that a precise comparison under equal conditions is not
possible Within our task domain andver multiple tests, h@ever, a suprising trend
appeas to emege While cross-talk speech is indeedngraly harder to ecogniz than
push-to-talk,t results in shorter turns thatere found to tanslde as well or bettefhus,
transldion of uninhibited human ceersdional dialogs ppeas to be no more pblem-

atic than controlled turn takinghe dificulties human ainslatos experence with apid

cross talk dialogs might besleted to the human gmitive load of tacking two paallel
speech channels, rather than any intrinsic translation difficulty of the material.

TABLE 1. Comparison between Push-to-Talk and Cross Talk Dialogs (Human-Human)

SpeechRecognition  Translation of Speech-to-Speech
Accuracy Transcript Translation
Push-to-Talk Data 71% 74% 52%
Cross-Talk Data 70% 81% 73%

4.0 Applications and Forms of Deployment

The need for Spoken Langgea Intepretdion arises in dierent situéions, each posing
different dallenges and opportunitie¥Ve hare begun epetimenting with three such dif-
ferent gplicaion scenaps: 1.) Spoken lang@e intepretdion in an inteactive video

confeeencing emironment,2.) Portade Speechlranslator,and 3.) Simultaneous Diao
Translation.

4.1 Interactive Dialog Translation

Figure 4 shows a prototype video cerdncing station with spoken langaintepreta-
tion facility. There are two displgs: One facing the user and anotheuch sensitie dis-
play,embedded in the deskhe user opetes his own station byay of the desk screeA.
recod button actiate speech acquisition and displays both #@gnition result and a
paraphase of the angted utteance This is accomplished by periming a gneration
from the (languge independent) interlingua back into the user’s lagguBhe user can
now verify if the pamaphiase eflects the intended meaning of the input attee If so, he
presses a sendution, which replaces the paphiase by the ansldion into the selected
output languge and sends it on to the other video ewgricing site. At the other sjtthe
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transldion gopeas as subtitles under the transmitted videogenaf our user. It is also
synthesied in the taget languge for speech outpulhe transldion display can also be
used to run collaorative virtual ewmironments such as jointhite-boads or gplications
that the conersants makeaference to.Transldaion can be debkered in about two times
real time.

FIGURE 4. JANUS-II Speech Translator in a Video Conferencing Ernvironment. Translation
appears visually as subtitles as well as by synthetic outputhe system is controlled by buttons on a
touch sensitve display. Vocabulary size is between 1000 and 300®rds per languaye Translations
are obtained in 2-3 times real-time

The video cordrencing station is a coogaive transldaion ervironment,where both con-
versants are trying to be understood and caifythe systems understanding of a spok
utterancelt can theefore benefit from userkdbak and can more easily assurereat-
ness. It also éérs altenative modes for user input as well as faroerecovery:lnput can
be povided by handriting or typing in addition to speech. In case abethese altera-
tive modalities can be applied tergerde a new paphiase and ansldion [10]. In this
way, effective comnunicaion can be mwvided despite imperfececanition and tansla-
tion. In addition to dering a \ariety of recovey medanismsthe tansldion station also
elicits somaha more benign user speaking style than human-to-humarersational
speech.

Work is in piogress that exploits this opportunity forrer correction. To recower from
human and machinerer, a number of satedes hae been eplored [11], including epair
by respeakingspelling and handriting as altenative redundant modes of human-com-
puter interaction. Resery can typically be ddeved within one or two tried’lhe ANUS-
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Il system also dérs other simpledrms of assistan¢such as letting the user simply type
over erroneous recognitions.

The interface allows the user to selectetént output languges by languge buttons on

the transldor screenThe input languge is either set by the user at system start-up or can
be set autoniecally by a languge identifcaion module as a pprocessorin efect, the
system bgins by processing an incoming speech utteranceeciagnizes of seeral lan-
guages, and the most probable language is selected based on the goodness of match.

The ewironment still ofers many opportunities for further study of the humactdis of
interactive spoken langu transldion. The best @de-of between processing speed and
accuracythe role of epair and multimodality in the @ansldion processhow to deal with
out-of domain utteanceshow to learn and intgate new vords or concpts, are all issues
for continuing investigation.

4.2 Portable Speech Translation Device

JANETTE is a davn-sized \ersion of JANUS-II.The system runs on a Laptop PC (a 75
MHz Pentium) with 32 MB of memgr In this confyuraion the system cuently still
takes about twice as long per utterance éms$fde than on our video stationshe system
can be cared in a knpsadk or a carying bag (kgure 5).Transldion is presented either
by an acoustic eprece,or by a vearalie heads-up dispjaThe wearalte heads-up dispja
displays the tansldion in text brm on see-throughaggles,thereby allowing the user to
see subtitles under the face of the person he/she is talkifigisaltenae presentéion of
transldion result allows for geaer thioughput,as the @nsldion can be viered without
interrupting the spead While acoustic output may allow foeédbak with the system, a
simultaneousl displayed transldion may theefore provide geaer comnunicaion speed
The human factors of such new devices still await further study in actual field use.

4.3 Passive Simultaneous Dialog Translation

The languge intepreting systems described so fafeofthe opportunity fordedbackyer-
ification and corection of tansldion between two coopative cowversants who want to
cooperge with each other. Notwery situation afords this possibilityhowvever In N-paty
confeeence situons, foreign TV or radio boadcasts,or simultaneous ansldion of
speebes or cowersationsa passie un-coopetive transldion situation is encounted.
Here,the speaker cannot bevaived in the commnicédion process for erificaion of the
transldion. Also, in the case of caersdional speel, this kind of tansldion is likely to
be paticularly difficult as it equires processing of human-to-human spegreder coar
ticulation,and potentially more ditult turn taking phenomena. Indedlde iapid succes-
sion of sometimes wverlgpping turns makes the gnitive planning of a #&nslation
particularly difficult for humans attempting to translate conversational dialog.

Our results epotted dowe for cross-talk and push-to-talk digky howvever, sugyest tha
the same agnitive limitations &pefience by human @nslatos do not hold for mdgnes:
two searde speech &nsldion processes can easily procegsasge channels of a dialp
and produce &nsldions that lkeg up with the coversants. In our la, a cowversational
transldor has been installed that slices turns at major breaking points and sendsethe cor
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sponding speech signals to amagirof 5 piocessorsthat incementaly generae transla-
tions during the course of a human wersdion (hee, once @gain, two subjects
negotiding a meeting). Despite the disfluentura of such an intexctive and apid con-
versationtransldion of corversaional dialogs within this domain can be perhed accu-
rately more than 70% of the time.

m

I

R —

FIGURE 5. Wearable Speech Translator

Shown with Microphone and Head-Mounted Heads-Up Displs. The Heads-Up- Display shas
translation output overlaid using see-through gggles. Alternatively, acoustic output can be
presented by egsiece Current speed is still 7 times real-time and the system’seabulary had to
be reduced to 500+ words per language from a limited domain.
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