GAZE TRACKING FOR MULTIMODAL HUMAN-COMPUTER INTERACTION

Rainer Stiefelhagen and Jie Yang

Interactive Systems Laboratories
University of Karlsruhe — Germany, Carnegic Mellon University — USA*
stiefel@ira.uka.de, yang+@es.cmu.edu

ABSTRACT

This paper discusses the problem of gaze tracking and
its applications to multimodal human-computer interaction.
The function of a gaze tracking system can be either passive
or active. For example, a system can identify user’s mes-
sage target by monitoring the user’s gaze, or the user could
use hig gaxe to directly control an application or launch
actions. We have developed a real-time gaze tracking sys-
tem that estimates the 3D position aud rotation (Pose) of
a user's head. We demonstrate the applications of the gaze
tracker to human-computer interaction by two examples.
The first example shows that gaze tracker can help speech
recoguition systems by switching language model and gram-
mar based on uscr’s gaze information. The second example
illustrates the combination of the gaze tracker and a speech
recognizer to view f panorama image.

1. INTRODUCTION

Multimodal human-computer interaction has received much
attention recently. Several researchers have studied the
effectiveness of multitnodal human-computer interaction
[1, 2, 3. Multimodal interfaces benefit from the redun-
dancy, naturalness and flexibility that arise from cxploiting
alternate and complementary communication cues. Qur
research efforts at the Interactive Systems Laboratories
(Carnegie Mellon University and University of Karlsruhe)
are focused on producing a sensible and useful user inter-
face to support the multimodal human-computer interac-
tion. Some of our initial works along this line have been
reported in previous publications [4, 5]. While multimodal
interfaces offer greater flexibility and robustness, they have
still been largely pen- or voice-hased, user activated, and
operate in settings where headsets, helmets, suits, buttons
or other constraining devices are required. If more freedom
is to be provided to users, some important parameters of
the communicative situation have to be identified. For ox-
ample, who or what is the target and object of the message
(focus of attention). This information provides communi-
cation cues to a multi-modal interface. One way to obtain
such information is through gaze tracking.

In this paper, we address the problem of gaze tracking
and its application to multimodal human-computer inter-
action. A person’s gaze direction is determined by two fac-
tors: the orientation of the head, and the orientation of the
eves. We limit our discussion to the head orientation in this
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paper. A real-time gaze tracker is a prerequisite for tracking
user’s gaze. There have been several approaches to compute
the gase of a person. Hardware-intensive and/or intrusive
methods, where the user has to wear special headgear, or
methods that use expensive hardware such as radar-range-
finder [6]. Recently, there have been proposed non intrugive
gaze trackers using mainly software. For example, Cipolla
& Gee [7] developed a system to track the rotation and po-
sition of the head by finding correspondences hetween facial
feature points and corresponding points in a model of the
head, using a weak perspective projection. However, the
system has to be initialized manually hecause the system
cannot locate the face and the facial feature points auto-
matically.

We have developed a non-intrusive model-based gaze-
tracking system [8, 9]. The system estimates the 3-D pose of
a user's head by tracking as few as six facial feature points.
The system locates a human face using a statistical color-
model without any mark on the face. It is able to find and
track facial feature points automatically, as soon as a per-
son appears in the field of view of the camera, and turns his
face toward the camera. The system then finds and tracks
the facial features, such as eves, nostrils and lip-corners.
The systern is also able to recaver from tracking failures.

In a multimodal interface the function of a gaze track-
ing system can be either passive or active. For example,
a systemn can identify user's message target by monitor-
ing the user’s gaze, or launch an action hy user’s gave.
Furthermore, a gaze tracking system can be used alone,
orjand combined with other system such as a speech recog-
nition systern. We demonstrate the applications of the gaze
tracker to human-computer interaction by two examples.
The first cxample shows that gaze tracker can be used to en-
hance the performance of a multimodal interface. The sec-
ond example illustrates the combination of the gaze tracker
and a speech recognizer to view a panorama image.

2. A REAL-TIME GAZE TRACKER

In this section we briefly describe how to track gaze in real-
time [8, 9].

In our system we are estimating the gaze of the user by
computing the pose of his head. This is done by finding cor-
respondences between five to six model points such as eyes,
nostrils and lip corners in a simple 3D model of a head,
and their corresponding locations in a camera image. To
compute the pose from these 3D to 2I} correspondences we
used the POSIT algorithm, recently proposed by DeMen-
thon and Davis [10].

In order to compute the pose, the facial features must
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Fipgure 1. Herative thresholding of the search win-
dow

he searched and tracked in the camera image. To search
the facial features wo use a top-down approach: First we
gearch the facial area in the image, using o statistical color
model, then the scarch of the facial features is resiricted
t0 certain areas inside the face. Once the features have
Teen found, the search for these features can be restricted
t0 small search windows around their provicus pogitions,
and faster seavch stratgics can be applicd. Furthormore,
these local search windows can be predicted using linear
cxtrapolation over previous positions and their size can be
acljusted to the aetual size of the fave in the image,

Searching the Face

To find and track the face, we use a statistical color-model
congisting of a two-dimensional Gaussian distribution of
normalized face colors [11]. The input image 18 searched
for pixels with face colors and the lurgest connected region
of faco-colored pixels in the camcra-image is congidered as
the region of the face. The color-distribution iy initialized
80 a3 to find a variety of face-colors and is gradually adapied
to the actual found face.

Searching the Pupils

Assuming a frontal view of the face initially, we can search
the pupils by locking for two dark regions that satisfy cer-
tain geometric constraints and lie within a certain arvea of
the face,

IFor a given situation. these dark regions can be located
by applying a fixed chreshold to the grayscale image. Tlow-
ever, the threshold value may change for different people
and lighting conditions. To use the thresholding method
under changing lighting conditions, we dovelaped an at-
erative thresholding algorithm. The alporithm iterarively
thresholds the image until a pair of regions that satisties
the geometric congtraings can be found., Figure 1 shows the
iterative thresholding of the search window for the eyves with
throgholds &;. Aftor three iterations, both pupils are found.

Because the thresholding value is adjustable, this method
is able to apply to various lighting conditions and to find
the pupils in very differently illuminated faces rohustly.

Searching the Lip Corners

First, the approximate positsions of the lip corners arve pre-
dicted, using the positions of the eyes, the face-model and
the assumption, that we have a near-frontal view. A gon-
crougly big arca aronnd those points is extracted and used
for further search.

Finding the vertical position of the line hetween the lips
i® done by using a horizontal integral projection Py of the
grev-sedle-image in the search-region. Bevause lip line is the
darkest horizontally extended structure in the scarch area,
its vertical position can be located where Py, has its global
minirmum.

The horizontal boundaries of the lips can be found by
applyving a horivontal cdge deteetor to tho refined search
area and regarding the vertical integral projection of this

horziontal edge image. The positions of the lip corners can
be found by looking for the darkest pixel along the two
columns in the search area located at the horizontal bound-
arios.

Searching the Nostrils

Similar to searching the eyes, the nostrils can be found by
searching for twa dark regions, that satisfy cortain geomet-
ric constraints, Here the search-region is restricted to an
arca below the oyes and above the lips. Again, iterative
thresholding is used to find a pair of legal dark regions,
that are considered as the nostrils,

Tracking the Eyes
For tracking the eves, simple darkest pixel finding in the
predicted search-windows around the last positions is used.

Tracking the Lip Corners
Tracking the lip-corners consists of the following steps:

1. Search the darkest pixel in a search-region right of the
predicted position of the loft corner and lefs of the pre-
dicted position of the right corner. The found points
will lic on the line between Lhe lips

2. Bcarch the darkest path along the lip-ling for a cortain
distance d to the left and right respectively, and choose
positions with maximum contrast along the search-
path as lip-corners

DBecause the shadow between upper and lower lip is the
darkest region in the lip-area, the search for the darkest
pixcl in Lhe scarch windows near the peedicied Lip cornces
cnsures that ovem with a bad prediction of the hip eorners,
4 point on the line hetween the lips is found. Then the true
positions of the lip corners can be found in the next ssep.
Figure 2 ghows the two search windows for the paints on
the line between the lipgs. The two white lines mark the
search paths along the darkest paths, starting from where
the darkest pixel in the search windows hive heen found.
The found corners are marked with small boxes.

Figure 2. Search along the line between the lips

Tracking the Nostrils

Tracking the nostrils is also done by itoratively throshold-
ing the search-region and looking for ‘legal’ hlohs. But
whereas we have to search a relatively big arca in the ini-
tial search, during tracking, the search-window can be posi-
tioned aronnd the previous positions of the nostrils, and can
be chosen much smaller. Furthermore, the initial thresheld
can be initialized with a value that is  little lower than the
intensity of the nostrils in the previous frame. This limits
the number of necessary iterationg ta be very sinall.
However, not always both nostrils are visible in the image.
For example, when the head is rotated strongly to the right,
the right nostril will disappear, and ouly the left one will
remain visible. To deal with this problem, the search for
two nostrils is done only for a certain number of iterations.
If no nostril-pair is found, then only one nostril is searched



by looking for the darkest pixel in the search window for
the nostrils. To decide which of the two nostrils was found,
we choose the nostril, that leads to the pose which implies
smoother motion of the head compared to the pose obtained
choosing the other nostril. The position of the other nostril
can be predicted using the current estimated pose, as shown
in Figure 3.

Figure 3. Predicted nostrils (marked with box)

Rejection and Prediction of Qutliers

To increase the robustness as well as the accuracy of the
system, we try to find outliers in the set of found feature
points, and predict their true position in the next frame. At
the same time, we use a most consistent subset of 2D to 3D
point-correspondences to compute the pose, instead of using
all found points. To find a best subset we investigated two
methods proposed by Gee & Cipolla [12]: Sample consensus
tracking and temporal continuity tracking. Using the first
method, the subset is chosen that leads to the best back-
projection of model-points into the image-plane. Using the
second method, the subset that leads to the pose implying
the smoothest motion is chosen as the best subset.

Once the best subset of features is found, the true posi-
tion of an outlier can be easily predicted by projecting its
model point into the image, using the computed pose. This
prediction allows the system to recover from tracking errors
and leads to a more robust tracking of the feature points.

Recovery from Tracking Failure

In order to build a robust usable tracking system, the sys-
tem has to be able to detect tracking failure and to recover
from it.

To detect tracking failure, the average distance between
the back projected model points and their actual found
locations in the image can serve as a measure of confi-
dence. Once this average distance execeds a certain thresh-
old, tracking failure is considered. The system then searches
the features again. However, if failure occurs during track-
ing, we cannot assume a frontal view of the face anymore,
because failure could have occurred at any possible rota-
tion of the head, and the initial search might not work
anymore. This problem can be solved by initializing the
search-windows and the geometric restrictions according to
the previously found pose. For example, if failure occured,
while the person was looking to the right, we then shift the
search window for the eyes more to the right in the facial
area, and more to the left. if the person was looking to the
left.

Experimental Results

To evaluate the system we compared the output of the gaze
tracker on some pre-recorded image sequences to the results
obtained by labelling the facial features manually. The best
results were obtained using the temporal continuity method
[12], where we achieved rotation errors as low as b degrees

for rotation around the x- and y-axis and as low as 1 de-
gree for rotation around the z-axi. The average distance in
x- and in y-direction of manually marked feature locations
and the antomatically found locations was between two and
three pixels. The gystem runs with arcund 20 frames per
second. See [8, 9] for complete results.

3. APPLICATIONS TO MULTIMODAL
INTERFACES

Although gaze tracking techniques have existed for a long
time, most applications of these techniques have been in
psychological research for probing into subjects’ perceptual
or cognitive processes. Tracking the locations of the users
and their gaze direction can provide additional helpful vi-
sual information to a user interface. In this section we dis-
cuss the applications of a gaze tracking system to multi-
madal human-computer interaction.

A gaze tracking system can be used in interfaces to cre-
ate a faster and simpler communication between human and
computer. A gaze tracking system can be used either ac-
tively or passively in an interface. An application of eye-
gazc tracking would be for activating a window on a screen
or directing inquiries. This application is similar to those
techniques that have been in assistant devices for disabled
people. An interesting research issue is how to improve the
reliability of the gaze information. Even if a gaze tracker
could provide high accuracy gaze information, gaze infor-
mation alone is not reliable. For example, when a user sits
in the front of a screen, he/she may look around randomly
even though his/her focus of attention is at a certain win-
dow. A solution is to combine the gaze with other modal-
ities to increase reliability. Another area where eye-gaze
techniques potentially can be applied are in virtual real-
ity and games. By using gaze tracking the user can view
different scenes as he/she looks at different directions. Pas-
sive applications of gaze tracking system include monitoring
users’ eye-gaze pattern, blink rate and pupil size. The sys-
tem can send an alert signal if an abnormal pattern would
be detected.

Switching Language Model and Grammar

The performance of a speech recognition system depends
on specific applications which reflect the constraints on the
task. Different technologies are sometimes appropriate for
different tasks. By limiting the vocabulary size and devel-
oping the language model and grammar for the task, we
can obtain a high quality speech recognizer. However, a
user may work on many different tasks at the same time.
It is desirable to switch the language model and grammar
automatically. This requires the system to have a method
to detect user’s status. One way to do this is to find out
the user’s focus of attention. Suppose that different tasks
are running in different windows on a computer. User’s gaze
can reflect his/her attention. In order to increase reliability,
we can use voice commands to confirm selections.

We have developed an interface to demonstrate the con-
cept. We use gaze and voice to switch language mod-
els for Janus ITI recognition engine [13]. The Janus IIT
system is at present specific to discourse domains of com-
mon interest, and supports spontaneously uttered human-
to-human speech. Janus III was designed to be a speech
recognition research tool. It hag the ability to dynami-
cally switch language models and grammar.Tt hag its own
object-oriented programming language implemented on top



Figure 4. Controlling a panorama image viewer

of Tel/ Tk, This programoming lanpuage allows rescarchers
tor do hoth, triggper powerful bupe training processcs with
vuc #ingle commnand aped to coutrol vov low level fea-
tures {down to gingle acongtic parameters) with gimnple corrn-
mands. Tel/Tk ollers a user lriendly environment with eagy
to implement (GULs. The gaze tracker is nsed ro deteck the
user’s focus of atrention. When che user is looking as a
window, the window will be highlighced. o action is taken
unless the user uses a voloe command to confirm the selos
tion. The voleo commands could be *select this window™ or
dologe wndow”, ote. Onee the seloction @ confimned, the
interface will send a cotmnand s Januas srstern to change
the langmage rodel and grammar.

Viewing a Panorama Image

As another applicarion, we developed a multimodal inter-
face to control 2 panorama image viewer. A panorama im-
age is made from photographs, video stills, or computer
renderings. Mowt panorsansy sre mosede from photopraphs s
they provide the most realistic images, The (QTVID Plaver
i o gtand-alone application for Mac {or o comnponent file
lor Windows) vhal lels you experience viriual realily scenes
and objecta fom your deskiop. The QTVR Player allows
the nser to scroll through 360 degree panorama images by
using the monse or kevhoard, aned to zoom in and ouc using
the keyboard. In ader oo make the user hands froe, we have
developed an inverface that wses gaze to control scrolling
through the panorarna imaees, and volee-compands to con-
trol the zoon.

T'he interface receives paramerers describing the rotation
of the users’ head from the gaze tracker and paramctors for
the spoken comrnands from o specch-recogoizer. It then
sends Tessages which simmlate inougse- o leey-ovents to the
Tmage viewor im order to cantral serolling and racming. The
interface and che image viewer are runming on a PC. gawe
Lracker and speech recogniser are running on worksl al lons.
Clommnnication with the incerface is done via sockets.

With such an ingertace. a wser can fully control the
panorama image vlewer withowl nsing his/her haneds as
showm in Fignre 4. He/she can seroll throngh rhe panorama
images in a natural way by looking ro the left and right
ar up and down, and he can control the zoom by speaking
comnrnards such as “zoom in® . fzoom out” or "zoom in throe
times” . The hasic concept of this interface can be extended
tey mavigado inog vivkual ouvironment where the sumrounding
then ¢am be rendered aceording o the nsers’ payo.

4. CONCLUSTON

Wo have addrossed the problan of gaze tracking for mualti-
modil human-computer interaction. A gaze teackdng sys-
tern can enbianee hutnan computer commmication in nany
wars. Wo hase demonstrated that a gase tracker can be
uzed to detect a uger’s focus of attention and driven an
interfare. ‘The gase inlormaiion can improve the perfor-
mance of the interaction marde by other modalities. And
osher modalitics can be nsed 6o increase the relinbility of the
gaze. Lhe concepts developed in this paper can be applied
to other applications such as viroual reality simulations.
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