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Abstract- Recently, the first commercial dictation systemsfor continuous speechhave
become available. Although they generalBceivedpositive reviews, error correctionis still
limited to choosing from list of alternatives, speaking agairtyping. We developeda set of
multimodal interactive correction methodswhich allow the userto switch modality between
continuousspeech,spelling, handwriting and pen gestures.We integratedthese correction
methods with our large vocabulary speech recognition system to build a prototypical
multimodal listening typewriter. We designedan experimentto empirically evaluate the
efficiency of different error correction methods. The experiment compares multimodal
correction with methods available in current spesstognition applications. We confirm the
hypothesis that switching modality can significantly expedite corrections. However in
applications where a keyboarsl acceptabletyping correction remainsthe fastestmethodto
correcterrorsfor userswith good typing skills. If the keyboardis not desired, either due to
application constraint®r userpreferencespur multimodal error correction enablesstate-of-
the-art speechrecognition technology to deliver keyboard-freetext input which beats fast
unskilled typing in input speed, including the time necessary to correct errors.

1. Introduction

Our research focuses on the problem of designing usable spesthterfacesdespite
the unreliability of automatispeechrecognitiontechnology.Although thereis evidence
that baseline accuracy is the main factor determining user acceptance of speech recognition
applications [1], we believe the ease of exormrectionis anotherimportantfactor which
to date hasn't received the attention it deserves. We believe that more intuitive noéthods
recovering from errors will raise user tolerance towaed®gnitionerrors.We addresghe
issue by developing differemultimodal interactive correctiomethodsallowing the user
to switch betweendifferentinput modalities,suchas continuousspeech,oral spelling,
cursive handwriting, hand-drawngestures choosingamonga list of alternatives,and
typing. In previouswork [2], a high fidelity wizard-of-0z simulation suggestedthat
switching modality in repeatederrors should significantly expediteerror correctionand
alleviate user frustration.

To empirically evaluateour multimodal correctionmethodsandtest this hypothesis,
we engineeredh prototypical multimodal listening typewriter. Details of the designand



algorithms to increase accuracy of recognizimgitimodal repairsare describecelsewhere
[3,4]. This paperlays the foundation for a systematicempirical evaluation of error

correction in speechuser interfaces. We describe an experiment which compares
multimodal correction witlcorrectionmethodsavailablein currentcommercialsystems.
Our study confirms that multimodal flexibility can expedite error correctiontlacusers
develop good intuitions regarding the accuracy of a particular mode.

In addition, we present a new interactive correction technique vatiimivs to perform
repairson the level of letterswithin a word. At leastin large vocabularytasks, many
recognitionerrorsconsistof substitution,deletionor insertionof one or two letters.In
such cases, requiring the user to repeat the whole word is cleadffioignt. Instead,we
allow the userto replace,insert or deleteletters within a partially correctword. Our
experiment shows that suphrtial word correction can significantly increaseaccuracyof
repair.

2. Partial Word Correction

Error correction can be done differentlevels: on a sentenceor phraselevel, on the
level of single words or on the levef letterswithin a word. Which level is appropriate
may depend on the modality to be used for correction, on constraintshieaercognition
technology or on efficiency constraint$-or example,it is very naturalto say multiple
words, as opposed to spelling orally; currestognitiontechnologyallows only isolated
word cursive handwriting recognition; and it may be fasteoiectonly the one or two
letters which are wrong instead of having to repeat the whole word.

In addition to word-level correctionmethods,we implementedmethodsto select,
delete, replace and insert one or more letters within a word. To maximize transgaaency
easeof use,modalitiesaretriggeredin the sameway as for repair on the word level,
which aresimilar to thoseusedby text editing professionalsOnly for selectingletters
within a word we had to define a new gesture. Since speaking parts of a word
continuously is not intuitive, we excludmntinuousspeechas modality for partial word
correction.

To applythe conceptof exploiting repaircontext[4] to partial word correctionswe
use constraints on the word lewelthe following way. After letterswithin a word have
beendeletedor selecteddecodingof the next repairinput is limited to all words which
complete the word fragmentto a word within the vocabulary. This algorithm can
dramatically reduce the number of possible alternafiwethe repairinput. For instance,
in our dictation application, the vocabulary size typically decrefmeas 20,000 wordsto
less than 100 words. A drawback of this algoritisnthat it fails if the recognitionerror
was causedby a word which is outsidethe vocabulary(out-of-vocabularyword, new
word). As the pronunciationof partsof a word in generalis not intuitive, we exclude
speechas input modality for partial word correction,limiting it to spelling orally and
handwriting.



3. The Experiment

3.1 Evaluation Measures

Early work of Baber et al. on modeling error correctihpointedout that correction
techniquesare difficult to comparebecauseheir performanceis closely relatedto their
implementation.A systematicevaluationframework for error correctionhasto define
measurego evaluateerror correction performancewhich overcomethe dependenceon
implementation.

The user’s effort in correcting aroris a compoundof time requiredby the userto
provide repair input, response time of the systacauracyof automaticinterpretationof
repairinput and naturalnesf interaction. We proposeto combine accuracyand time
factorsinto the normalized(by numberor errors)error correctionspeedV_correct how
many errors can be correctedccessfullyper minute. Implementationdependencef this
measure can be overcome by separating user and modality sfastdisfrom recognizer
and interface implementation specific factors. A correati@mthodm can be characterized
by the word accuracyWA(m) of a single attemptto correct an error using m (which
corresponds to the average numer of correction attemptsuatiesdN(m)), by the time
T_input(m)necessary to provide one word of inpuninby how many times longé¢han
real-time R(m) it takes to recognizethe user input, and by the additional time
T_overhead(the user needsto plan and initiate m and otherwise fiddle with the
interface Under some simplifyingasssumptionsthe relation betweenthesemeasuregan
be described by the three equations in Figure 1.

—_ 1
Vcorrect( m) ~ Tattempt(m)N (m)

Tattempt( m) = Toverheao( m) + Tinput (m) ER(m)
N(m) =

—1
WA(ImM)

Figure 1: Relationships between evaluation measures

3.2 Experiment Design

We designed a user study to compiduree correctionstrategiesCorrectionlimited to
continuousspeechand choiceamonglist of alternativeqas availablein current speech
recognition applications);orrectionwith keyboardand mouse(asin currenttext editors
anddictation systems),and correctionoffering to switch betweendifferent non-keyboard
input modalities.In addition, we evaluatedvhetherpartial word correctionincreaseshe
efficiency of repair.

The taskwasto dictatesentence$rom the Wall StreetJournalandto correctspeech
recognition errors using different methods. The task goal was to get every word dorrect.



addition to the available modalitiés replaceor insertwords (by choosingfrom the list

of alternatives, respeaking one or more wospelling orally one word, handwritingone
word or typing) the experimentalconditions differ along two additional dimensions:
whether simple hand-drawn gestures are availaldel&iewords and position the cursor,
and whether partial word correction (PWC) was allowed.

As there is high variation in recognition performance acsoggects,we decidedon a
within-subject,repeatedmeasuregiesign To limit the time requiredfor the experiment,
we chosea paragraphwith only 200 words, and we instructed subjectsto give up
correcting anyparticularerror after threefailed attemptsof providing repairinput. From
the Z different possible combinationsith sevenfactors(five differentinput modalities,
and availability of gesturesand partial word correction), we decidedon a set of six
correction methods, which are shown as rows in Table 1.

Choice from| Respeaking| Spelling|Writing | Typing | Gesture | PWC
N-best list

Respeak only X X X

Spell only X X X

Write only X X X

Free Choice X X X X X

Free Choice PW(C X X X X X X

Emacs X

Table 1 : Experimental Conditions

For recognition,we usedthe JANUS continuousspeechrecognizertrained on WSJ
[6], the connectedletter recognizerNspell [7] and the on-line cursive handwriting
recognizer Npen++ [8], all with the standard 20,000 vocabulary thenNovember1995
Hub 1 WSJ evaluation.We eliminatedthe new word problem by adding all out-of-
vocabulary words occurring in the test paragraph. We feel the new word problem has to be
addressed separately.

3.3 Results and Discussion

Six subjects,all with significant computerexperience participatedin the present
study. One subject was female, another héateign accent,and somesubjectshad prior
exposure to speech recognition technology. Although this sample is not representative for



the general public, it can be expected that this biaselevantfor the researchyuestions
under investigation.

Basic Correction Parameters Pooling the dataof all repairinteractionsacrossall
experimental conditions, we estimated the various parameters of the performancefmodel
error correctionfrom section3.1. Table 2 showsthe size of the datasetsin words, the

input speed and the repair accuracy for corrections on the level of words.

Respeaking| Spelling| Writing | Check N-best lis{ Typing
Words 603 689 887 548 204
Input Speed [wpm]| 53 27 16 45 36
Accuracy [%] 19 80 74 26 95

Table 2: Basic correction modality parameters

Difficulty of recognizing speech repair. Our dataestablishesempirically why
switching modalities can expediggror correction:the accuracyfor recognizingrepair by
respeak is much lower than for initial dictation (-54%, p<0.001). Thedditdee effectis

even more surprising as we employed a technique of adap8rignguagemodel context

at the beginning and ending of a sentence to the current repair, which we @isevettbre

to improve accuracyof speechrepairssignificantly [3]. Recognizingspeechrepairsis

difficult becausehe words were misrecognizedon the first trial, and becausethey are
hyperarticulated. Although the magnitude of the performance degradation probably depends
on the used continuous speaelsognizerwe are confidentthe problemis presentin all
state-of-the art systems.

Effectiveness of partial word correction. Partial word correction increases
significantly (p<0.05) both input speedand repair accuracy. For partial spelling
corrections,we measured38 wpm input speedand 100% accuracy,and for partial
handwriting correction, 20 wpm input speed and 81% accuracy.

Performance degradation of recognizers in “real use”. Although all of the
recognizersusedin this experimentperform at more than 90% accuracyon standard
benchmark tasks [6,7,8,9], the numbers shown in Table 2 are significantly lower, ranging
from a moderatel0% loss for spellingto a dramatic71% loss for respeaking.Table 3
identifies three major sourcesfor these losses: trading-off accuracyagainst speedto
achievecloseto real-time performancegvaluationon benchmarktest sets versusdata

from real use,anddifficulty of recognizingpreviously misrecognizednput. We didn't
exclude corrupted input as it occurs during tese of a system.Additionally, our datais

biased towards words which are more difficult to recognize for two reasonsokbirsigta
includesmany repeatecattemptsat correctingthe sameerror. This is true for repairin



general, but even more for our experiment design. Seshiodierwordstendto be more
difficult to recognize. Therefore, there is a higher frequency of short words in repair input.
Other factordower the performanceor specific modalities.For instance for gesture
recognition, 12% performanceloss can be explained by errors in the automatic
classification algorithm for pen input. For handwriting input, we were aware that there are
usability problemsin writing and gesturingthe touchscreemve usedfor this study. In
particular,the usercouldn’t resthis wrist on the screenwhile writing, and therewas a
large parallaxes due to the thickness of the touchscreen.
For the remaining unexplaingmkrformancdosseswe hypothesizdack of robustness
of the recognitionsystemsto environmentahoise, different types of microphonesand
pen input devices etc.

benchmark,| benchmark, real use, firsf real use,
any time close to real-| attempts repeats
time
Continuous Speecl 94% 81% 73% 19%
Spelling 93% 80% 60%
Handwriting 94% 77% 52%
(Pen) Gestures 98% 97% 84%

Table 3: Explanation of performance losses

Comparison of correction and input speeds Table 4 summarizeshe overall
system performanciom a task point of view. The first two rows show how fast error
correctionis, using different sets of correctionmethods(correspondingo the different
experimentalconditions). Thefirst row is the actual correction speedV which we
measured during our experiment, geroncdthe predictedcorrectionspeedassumingreal-
time recognition wasavailable for all modalities. In addition, the third row shows
predictionsfor the total throughputof dictation systemswhich differ in the available
correction methods. We calculated how many words per minuteecproducedncluding
times spenton corrections,assumingthe recognitionof the initial dictation was 90%
accurate and in real-time.

As can be seen, correction with our prototype is about twice as fast if maziadibe
switched fromrespeakingo spelling or handwriting. Surprisingly, allowing the userto
choosefreely among modalities didn’t perform best amongthe multimodal correction
strategies.Subjectsapparentlyfailed to learn that repair by respeakingwasn’t a very
effective correction strategywith our current prototype, despitea 1.5 - 2 hour long
tutorial and training sessionprecedingthe experiment.Instead, they frequently gave
respeaking on try, in most cases unsuccessfully, and had to doyrsgelling or writing
in a second attempt. - Also against our expectations, the optieariidil word correction
overall decreased repair speed, due to the difficulties users had with sdkttdirgyvithin
a word. We expect a more usable writable display will remedy this problem.



Clearly, not interpretationspeed but accuracyis the problem of repair by respeak,
since “Respeak only” remains the slowest correction methodiveal-timerecognition
was available.For our subjectswho typed at fast unskilled speed(40 wpm), correction
using keyboard and mouse remained unchallenged in speed .

However, as can be seen in the last row, a dictation syefaippedwith multimodal
correction would make keyboard-free text reproduction possible at a lsigiedl than fast
unskilled typing.

Respeak] Spell | Write | Free Free Choiceg Emacs
only only Jonly | Choice [PWC

V measured [epm] 3.0 5.8 5.3 5.2 4.8 16.3
V predicted [epm] 4.3 7.6 9.9 7.8 6.6 16.3
System Throughput [wpmj] 34 50 60 51 46 78

Table 4: Correction speed (epm=error per minute) and total system throughput
(wpm=words per minute) of different correction strategies

4. Conclusions and future work

For thefirst time, a systematicevaluationof different correctionmethodsfor speech
user interfaceswas performed. We show that switching modalities can significantly
expeditecorrections. Thus, with currently best speechrecognizers,text reproduction
without using a keyboard can beat fast unskilled typing in speed. Howevegeh#iness
of an automaticdictation systemfor text compositiontasks remainsunclear since for
suchtasks,not input speedput compositionskill hasshownto be the main limiting
factor [10].

In future work, we will perform a more extendeduser study using a significantly
easier-to-handle writable display and a real-time continuous speech recdgnagidition,
we will investigate whetheautomatichighlighting of likely recognitionerrorsbasedon
confidencemeasuresan further speedup the correctionprocess, sincevith our current
prototype,usersspenda significantamountof time on locating errors. - Furthermore,
more researchis necessaryto improve the accuracyof recognizing repair input. For
continuousspeechtraining specificacousticmodelsor using isolatedword recognition
could significantly improve the accuracy of repair by respeak. For handwriting
recognition,we would needalgorithms which increaserecognition accuracyon short
words. Thus, multimodal correction may eventually beat typing in correction speed.

Also, our prototypeprovidesonly a rudimentarysolution to the new word problem:
new words can be addedinteractively by typing their orthographicrepresentationThe
systemautomaticallyaddsthemto all recognizersnvolved. However,thereis currently
no easy way to distinguish whether some recognition error was due to poor madieling
known words, or whetherit was causedby an out-of-vocabularyword, and these two
causes require completely different steps to remedy the problem.
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