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Abstract
Speech translation systems commonly couple automatic speech
recognition (ASR) and machine translation (MT) components.
Hereby the automatic segmentation of the ASR output for the
subsequent MT is critical for the overall performance. In simul-
taneous translation systems, which require a continuous output
with a low latency, chunking of the ASR output into translat-
able segments is even more critical. This paper addresses the
question how utterance chunking influences machine transla-
tion performance in an empirical study. In addition, the ma-
chine translation performance is also set in relation to the seg-
ment length produced by the chunking strategy, which is im-
portant for simultaneous translation. Therefore, we compare
different chunking/ segmentation strategies on speech recogni-
tion hypotheses as well as on reference transcripts.
Index Terms: machine translation, speech translation, simulta-
neous translation, segmentation, chunking

1. Introduction
In speech translation systems the combination of automatic
speech recognition (ASR) and machine translation (MT) is not
always straight forward, when optimal performance should be
achieved. In addition to the errors committed by the speech
recognition leading to additional errors in the machine transla-
tion, the ASR hypotheses have to be resegmented such that the
performance of the MT does not suffer thereunder. Since almost
all MT systems are trained on data split at sentence boundaries
this is commonly done by resegmenting the hypotheses accord-
ing to automatically detected sentence boundaries.

But automatic sentence boundary detection or punctuation
annotation in general is, depending on the type of data, still very
challenging. Punctuation annotation is usually done by combin-
ing lexical and prosodic features [1], whereas the combination
is often done with the help of maximum entropy models [2]
or CART-style decision trees [3]. Within TC-STAR [4] Lee et
al. [5] proposed a system which inserts commas within a given
ASR sentence by using ngram statistics for commas together
with certain thresholds to improve the MT quality. [6] proposed
another solution for inserting commas and periods into the ASR
output by using a maximum entropy classifier using durational
and language model features. As they observed on English a
98% correlation for periods and a 70% correlation for commas
between the two and contiguous non-word sequences only such
regions were considered.

In [7] different approaches for automatic sentence segmen-
tation and punctuation prediction were compared with respect
to MT performance. Punctuation prediction was either done
with the help of a hidden ngram or by generating them im-
plicitly during the translation process. For sentence segmen-
tation an HMM-style search using hidden-events to represent
segment boundaries was used, extended with an additional sen-

tence length model. To obtain an optimal segmentation of a doc-
ument a global search, restricted by the sentence length model
has to be performed.

For simultaneous translation systems [8] chunking of ASR
hypotheses into useful translatable segments is even more crit-
ical and difficult. Due to the resulting latency, a global opti-
mization over several ASR hypotheses as suggested in [7] is
impossible. Instead a maximum of 9-10 words resulting in a
latency of about three seconds is desirable.

In this paper we extend the work of [9] in which the impact
on translation performance of different text segmentation crite-
ria was investigated. We address the questions on how chunking
of ASR hypotheses as well as ASR reference transcripts into
translatable segments, usually smaller then sentences, influence
MT performance in an empirical study. Therefore, we compare
different segmentation strategies on ASR hypotheses as well as
on the reference transcripts. To measure the usefulness for si-
multaneous translation we set the MT performance in relation
to the average segment length and its standard deviation.

2. Data and Systems
As test data we selected the 2006 Spanish-English TC-Star de-
velopment data consisting of 3hrs (14 sessions) of non-native
Spanish speech recorded at the European Parliament.We used
ASR hypotheses as well as reference transcripts for the exper-
iments, whereas the Spanish hypotheses were generated with
a system trained within TC-STAR on Parliament Plenary Ses-
sions [10]. The case-insensitive word error rate was 8.4%.

2.1. Statistical Machine Translation

The Spanish-English machine translation system [11] was
trained using minimum error rate training on parallel European
Parliamentary Speeches (EPPS) provided within TC-STAR and
by Philipp Koehn [12].

For machine translation we used a phrase-to-phrase based
statistical MT system. Various methods for phrase extraction
have been proposed; in our system, phrase translation candidate
pairs are extracted from the bilingual training corpus using the
PESA method [13]. This method is suitable for open or large
domain real-time translation systems, as phrase pairs of arbi-
trary length can be extracted from the bilingual corpus at de-
coding time, and does not require building a large static phrase
table.

The decoder is a beam search decoder which allows for re-
stricted word reordering. For our experiments, the following
models were used: 1. a translation model, i.e. the word-to-
word and phrase-to-phrase translations extracted from the bilin-
gual corpus; 2. a trigram language model (LM); 3. a symmetric
word reordering model, which penalizes longer-range reorder-
ings by jump distance; 4. word and phrase count models which
compensate the tendency of the LM to prefer shorter transla-
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tions, and favor longer phrases over shorter ones, potentially
improving fluency. Each of the model scores is multiplied by a
scaling factor to give an overall score. The optimal set of model
scaling factors is determined on a held-out set.

Decoding proceeds along the input segment, but allows re-
orderings of words and phrases by selecting, at each step, the
next word or phrase to be translated from all words or phrases
lying within a local window from the current position [14]. A
window size of 4 was used in our experiments.

3. Experimental Results and Discussion
In this section we compare and discus the translation scores
achieved by translating ASR reference transcripts as well as
ASR hypotheses resegmented with different chunking strate-
gies. Since punctuation annotation of ASR hypotheses is a
research problem by itself and not the focus of this paper, all
punctuation marks in the reference transcripts were removed for
comparison reasons. However, the MT system was trained on
complete sentences containing punctuation marks, since punc-
tuation marks can provide useful alignment boundaries during
the word alignment training.

Another problem is the influence of the LM on the trans-
lation quality of different chunking strategies. Since the LM
is usually trained on sentences, chunking strategies producing
segment boundaries with a high correlation to sentence bound-
aries are preferred and the influence and therefore the decrease
in MT score might be higher the smaller the segments. But, de-
pending on the chunking strategy a resegmentation of the LM
training corpus in accordance to the chunking strategy is im-
possible. Therefore, in addition to the translation scores and
segment length statistics we also give Precision and Recall by
aligning the segment boundaries to punctuation marks in the
ASR reference transcripts. A resegmentation of the LM train-
ing corpus was only done for the most appropriate chunking
strategies and will be compared in Section 3.6.

3.1. Scoring MT with different Segmentations

The commonly used metrics for the automatic evaluation of ma-
chine translation output, such as the Bleu [15] and NIST [16]
metrics, have originally been developed for translation of writ-
ten text, where the input segment boundaries correspond to the
reference sentence boundaries. This is not the case for trans-
lation of spoken language where the correct segmentation into
sentence-like units is unknown and must be produced automat-
ically by the system. In order to be able to use the established
evaluation measures, the translation output of the automatically
produced segments must be mapped to the reference transla-
tion segments in advance to the scoring procedure. This is done
by using the method described in [17], which takes advantage
of the edit distance algorithm to produce an optimal resegmen-
tation of the hypotheses for scoring which is invariant to the
segmentation used by the translation component.

The Bleu scores presented in this paper were obtained by
using this method using two reference translations. Since the
alignment was performed on a per session level the result is
invariant in relation to the number of segments produced for a
single session. The scoring was done case-insensitive without
taking punctuation marks into account.

3.2. Baselines

Resegmenting ASR hypotheses at sentences boundaries for MT
is the most common approach for speech translation systems.

For this reason, the translation scores obtained by translating
ASR hypotheses as well as reference transcripts split at sen-
tence boundaries (sent) serve as one baseline for the following
experiments. As can be seen in Table 1 we obtained a Bleu
score of 36.6% by translating ASR reference transcripts and a
score of 33.4% for ASR hypotheses, which clearly shows the
influence of the ASR performance on MT quality. The average
segment length was 30 words with a standard deviation of 22.

Another baseline is obtained by taking all punctuation
marks as split points (punct). Thereby, the average segment
length could be reduced to acceptable 9 words with almost
no decrease in the translation score. The reason for that is,
that punctuation marks are usually used to represent semantical
boundaries. However, since the use of punctuation marks differ
from language to language, they might be impractical as split
points for other languages than Spanish. Furthermore, auto-
matic punctuation annotation or even automatic semantic analy-
sis is also impractical for simultaneous translation, because they
are always erroneous and might require optimization over com-
plete sentences [2, 3, 5, 7]. Therefore, in the following sec-
tions we analyzed how MT performance is affected by chunk-
ing strategies using other features and approaches requiring a
smaller amount of context information for their decision.

3.3. Destroying the Semantic Context

In this section we analyzed, how MT performance is affected by
destroying the semantic context of an utterance independently
of the applicability for simultaneous translation. Following the
experiments in [9] we simply cut the merged utterances of a sin-
gle session every n word (fixed). The results are given in Table
1 for n ∈ {7, 11, 15} and provide a lower bound for the chunk-
ing strategies that will be presented below. As expected, the de-
crease in segment size, i.e. the destruction of the semantic con-
text affected the translation scores significantly. The translation
results could be significantly improved by just cutting a sen-
tence into two (sent-0.5) or four (sent-0.25) segments of equal
size and not splitting across sentence boundaries. This clearly
shows the dependency of the MT performance to the segmenta-
tion used for training the MT system.

3.4. Using Acoustic Features

Following the studies in [18] that pauses closely correspond to
punctuation we used the information about non-speech regions
in the ASR hypotheses for resegmentation. As non-speech
regions we used recognized silences and non-human noises,
whereas successive noises and silences were merged together.
For the translation scores (pause) in Table 1 we used different
non-speech duration thresholds (0.1, 0.2, and 0.3 seconds). As
expected, the results are significantly better than those obtained
with the chunking strategies in Section 3.3. The Precision and
Recall values clearly validate the studies in [18] also for Span-
ish. While a threshold of 0.1 has the best correlation to punctu-
ation marks, the MT score is the worst.

The standard deviations of the segment lengths achieved
with the non-speech chunking strategies are still to large for
the use in simultaneous translation. By splitting the ASR hy-
potheses at the longest non-speech interval within a region of a
maximum number of words (var15, var20, var25, with chunks
of maximal 15, 20, 25 words), the standard deviation could be
significantly reduced without decreasing the translation quality
when comparing fixed and variable non-speech chunking strate-
gies having a similar average segment length.

For comparison reasons we evaluated also the performance
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of our ASR segmentation (asr) which was developed in the con-
text of the 2006 TC-Star evaluation [19]. Since it uses also non-
speech regions satisfying some durational constraints as split-
ting points and performs a global optimization over the com-
plete session, we expected that it should outperform the other
non-speech based chunking strategies. A multi-layer percep-
tron was used for speech/ non-speech classification. While this
chunking strategy is inapplicable for simultaneous translation,
nevertheless the results are interesting. Compared to the base-
line the degradation is less than one Bleu point without using
any lexical/ semantic features. As can be seen as well, we mea-
sured a relatively high Precision of 71% and a Recall of 43%,
which might be responsible for the good results.

Overall, chunking strategies using non-speech regions are
simple and require no additional context information, but
nonetheless achieving relatively good translation scores. While
Precision and Recall show a good correlation between non-
speech regions and punctuation marks only a slight correlation
between Precision and Bleu score could be observed. This let
us come to the conclusion that an optimal chunking strategy
for MT does not necessarily has to have a high correlation with
punctuation marks. Instead additional features have to be con-
sidered as well.

3.5. Using Other Features

In [20] prosodic as well as lexical information (punctuation
marks, filled pauses and human noises) was used to automat-
ically detect semantic boundaries. According to [20] a trigram
language model was trained, whereas all punctuation marks in
the training corpus were substituted by a boundary tag BD. But
instead of doing a global optimization over the whole sentence
the decision was made using local information only, i.e. (1)
by setting the LM probabilities Pr(wi−1wiBDwi+1wi+2) and
Pr(wi−1wiwi+1wi+2) in relation to each other and (2) by us-
ing additional thresholds for the non-speech gap in between wi

and wi+1. As can be seen in Table 1 (lm) this chunking strategy
outperforms all other strategies using acoustic features only. A
Precision of 73% and a Recall of 54% was measured. Never-
theless a standard deviation of 10 from the average of 11 words
was measured. Therefore, in a second experiment we relaxed
the above mentioned thresholds when no split point was found
after ten words (lm-10). Thereby, the standard deviation could
almost be halved with only a minor decrease in Bleu score.

For the next experiment approached the problem in finding
appropriate translatable segments for simultaneous translation
from the other side. Instead of looking at the ASR hypotheses
or references we looked at the PESA alignment information and
at the reordering boundaries during the translation of the ASR
hypotheses. Our hope was to find an optimal chunking with a
small average segment length. Using the reordering boundary
information provided by the MT system during a first transla-
tion of completely unsegmented ASR hypotheses, we split the
ASR hypotheses at the reordering boundaries and retranslated
them. As can be seen in Table 1 (mt) almost the same transla-
tion scores compared to the baseline could b reached, but the
average segment length could be reduced to 17. For this chunk-
ing strategy we measured a Precision of 67% and a Recall of
33%.

3.6. Resegmenting the Language Model

As already mentioned above the LM is usually trained on sen-
tences and is therefore negatively affecting the machine trans-
lation performance when using chunking strategies producing

Chunking SegLength Correlation Bleu
strategy avg sdev Prc Rcl Ref ASR

Baseline
sent 30.1 22.1 98.5 26.5 36.59 33.41
punct 9.2 6.7 100.0 98.6 35.91 33.31

Length based
fixed-7 7.0 0.2 22.8 26.5 30.13 27.50
fixed-11 11.0 0.7 22.6 16.8 32.07 29.53
fixed-15 15.0 0.6 23.8 13.0 33.64 30.66
sent-0.5 15.3 11.3 59.0 31.8 35.08
sent-0.25 10.3 8.5 44.9 36.1 33.67

Using acoustic features
pause-0.1 8.2 5.7 59.3 58.3 31.86
pause-0.2 12.1 11.0 66.3 44.5 32.53
pause-0.3 17.0 19.6 71.5 34.0 32.62
pause-var15 7.5 3.1 59.4 61.4 31.34
pause-var20 9.8 4.3 64.6 53.0 31.87
pause-var25 11.8 5.3 68.3 46.9 32.36
asr 13.4 9.0 70.1 42.6 32.68

Using also other features
lm 10.9 9.8 73.1 54.1 32.90
lm-10 8.7 5.6 67.3 62.4 32.36
mt 16.5 16.9 66.6 32.8 33.15

Using resegmented LM
sent 30.1 22.1 98.5 26.5 37.56 34.28
punct 9.2 6.7 100.0 98.6 38.27 35.47
lm 10.9 9.8 73.1 54.1 34.93
lm-10 8.7 5.6 67.3 62.4 34.77

Table 1: Bleu scores obtained on ASR reference transcripts
(Ref) as well as on ASR hypotheses (ASR) together with the
average (avg) segment length and standard deviation (sdev).
Precision (Prc) and Recall (Rcl) of segmentation boundaries to
punctuation marks are given as well.

breaks independently from sentence boundaries. To achieve
unaffected results the language model training data has to be
resegmented according to the chunking strategy. Since the LM
training data does not contain any acoustic information only lex-
ical features like punctuation marks can be considered as split
points. Therefore, we resegmented the LM training corpus by
substituting each punctuation mark with a sentence boundary,
i.e. newline and measured the MT performance for punct, lm
and lm-10. Since the original LM training corpus contains punc-
tuation marks we also measured the MT performance for sent
with the help of a LM trained without punctuation marks on
the original training data. Not surprisingly the MT scores are
significantly better than compared to the results obtained with
the original LM. But surprising is, that punct and even the auto-
matic chunking strategies lm and lm-10 outperform the original
sentence based segmentation sent.

4. Conclusion
In this paper we have addressed the question on how utter-
ance chunking influences machine translation performance in
an empirical study by comparing different chunking strategies
on ASR hypotheses as well as on ASR reference transcripts. As
can be seen in Figure 1 sentence boundaries are a good criterion
for utterance chunking, but are inapplicable for simultaneous
translation because of the high average sentence length. Chunk-
ing strategies based on non-speech regions are simple and re-
quire no additional context information, but nonetheless achiev-
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Figure 1: Results obtained by chunking ASR hypotheses sorted
descending according to their average segment length. Bleu
scores (left axe) are represented by boxes, the markers in the
middle of the boxes give the average segment length (right axe)
together with the standard deviation.

ing relatively good translation scores. Nevertheless, a more so-
phisticated approach using lexical features provided by a LM in
addition outperforms all chunking strategies using acoustic fea-
tures only. Furthermore, we have seen how important it is to re-
segment the LM training corpus for the MT system accordingly
to the chunking strategy. Since acoustic/ prosodic information
is usually not available for the LM training data, only lexical
information can be used. Overall, the chunking strategy lm-10
outperforms the manual sentence based segmentation and per-
forms almost identical to the manual segmentation using punc-
tuation marks punct. Furthermore, it has the desired average
segment length of 9 and a small standard deviation of 6 and is
therefore well suitable for simultaneous translation systems.

In the future, it might be worthwhile to approach the prob-
lem in finding an optimal chunking strategy from the other di-
rection. Almost no decrease in translation quality could be
achieved when using reordering boundaries taken from the a
preliminary translation step as split points. But the problem
how that segmentation could be imitated in advance to transla-
tion is still unsolved. Therefore, it might be also interesting for
simultaneous translation systems to extend the MT decoder so
that partial translations can be generated with only a short delay
larger than the reordering window to reduce the latency.
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