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Abstract. JANUS is a multi-lingual speech-to-speech translationwith parse-time segmentation of the input into basic dia&®gnits,

system designed to facilitate communication between twigssen-
gaged in a spontaneous conversation in a limited domainhifn t
paper we describe how multi-level segmentation of singlerance
turns improves translation quality and facilitates actateanslation
in our system. We define the basic dialogue units that arelednd

and addresses the issue of disambiguation among alteyrediy-
mentations. In Section 6 we report our most recent resuits fan
end-to-end translation evaluation with and without prgrsented
input. Finally, we present our summary and conclusions tttiSe 7.

by our system, and discuss the cues and methods employee by tk System Overview

system in segmenting the input utterance into such uniteratice
segmentation in our system is performed in a multi-leveténzental
fashion, partly prior and partly during analysis by the pardhe
segmentation relies on a combination of acoustic, lexsamantic
and statistical knowledge sources, which are describeeltildn the
paper. We also discuss how our system is designed to disaatkig
among alternative possible input segmentations.

A diagram of the general architecture of the JANUS systerhasvs
in Figure 1. The JANUS system is composed of three main compo-
nents: a speech recognizer, a machine translation (MT) fa@chd a
speech synthesis module. The speech recognition compohtre
system is described elsewhere [8]. For speech synthesissea
commercially available speech synthesizer.

At the core of the system are two separate translation medule

Keywords: Speech Translation, Segmentation, Dialogue Units, Sporiwhich operate independently. The first is the GeneralizedGER)

taneous Speech.

1

JANUS is a multi-lingual speech-to-speech translatiortesysde-
signed to facilitate communication between two partiessereg in a
spontaneous conversation in a limited domain. It curretndgslates
spoken conversations in which two people are schedulingetinge
with each other. The analysis of spontaneous speech reqlésding
with problems such as speech disfluencies, looser notiogsaofi-
maticality and the lack of clearly marked sentence bouedafihese
problems are further exacerbated by errors of the speecdigynézer.
In this paper we describe how multi-level segmentation ofls
utterance turns improves translation quality and fatégaaccurate
translation in our system. We define the basic dialogue timdtisare
handled by our system, and discuss the cues and methodsyadplo
by the system in segmenting the input utterance into suds.udi-
terance segmentation in our system is performed in a navétl
incremental fashion, partly prior to and partly during asséd by the
parser. The segmentation relies on a combination of aapiestical,
semantic and statistical knowledge sources, which areritbesicin
detail in the paper. We also discuss how our system is degitine
disambiguate among alternative possible input segmentati

The remainder of this paper is organized in the following way

Introduction

We begin with an overview of the translation part of the JANUS

system in Section 2. In Section 3 we define the basic dialogiis u

which we model in our system, and describe how our system goes

about translating such basic units. Section 4 discussesitiat in-
put segmentation that is performed prior to parsing. Sadideals
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module, designed to be more accurate. The second is the Rhoen
module [5], designed to be more robust. Both modules follow a
interlingua based approach. In this paper, we focus on tH &ins-
lation module. The results that will be reported in this pap@l be
based on the performance of the GLR module exceptwherevateer
noted.

The source language input string is first analyzed by the GLR*
parser [2][3]. Lexical analysis is provided by a morphotmajiana-
lyzer [4] based on Left Associative Morphology [1]. The parases
a set of grammar rules in a unification-based formalism talpece a
language-independentinterlingua content representatithe form
of a feature structure. The parser is designed to be robastspon-
taneous speech in that it skips parts of the utterance tteanihot
incorporate into a well-formed interlingua. After parsjrtbe inter-
lingua is augmented and completed by the discourse procfso
where it is also assigned a speech-act, and then passed ter ge
ation component [7], which produces an output string in Hrget
language.

3 Semantic Dialogue Units for Speech Translation

Speech Translation in the JANUS system is guided by the géner
principle that spoken utterances can be analyzed and atedshs
a sequential collection of semantic dialogue units (SDEagh of
which roughly corresponds to a speech-act. SDUs are serainti
coherent pieces of information. Each dialogue unit in agratice
can in principle be analyzed and translated independeithough
context from previous dialogue units can often help in reisgl
ambiguity and producing more accurate translations. Tteglingua
representation in our system was designed to capture ngeahihe
level of such SDUs. Each semantic dialogue unit is analyzedsin
interlingua representation.
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Figure 1.

mmxp_22_06: /h#/ si’ {period} {seos} mira {period} {seos}

toda la man ana estoy disponible {period} /h#/ {seos}

leh/ y tambie’'n los fin de semana {period} {seos}

si podri'a ser mejor un di'a de fin de semana {comma}
porque justo el once no puedo {period} {seos}

me es imposible {period} {seos} /gl/ {begin_simultaneous}

vos {end_simultaneous} pode’s el fin de semana {quest} {seos}

Figure 2. Transcription of An Utterance

3.1 Transcribing SDU boundaries

The dialogues that we use for development and testing aoediegs
of native speakers where two speakers have the task of siatngdu
meeting. These recordings are transcribed with SDU bouesiadi-
cated. While listening to the dialogues, the transcribeesacoustic
signals as well as their own intuition of where sententiafrag-
ment boundaries occur. Figure 2 shows an example of a tiaesicr
utterance. The SDU boundaries are indicated with the trgptEm
convention markingseog(i.e., semantic end of sentence).

3.2 Parsing SDUs

Our analysis grammars are designed to produce analysdsfoat
riety of naturally occuring SDUs in spontaneously spoketiatjues
in the scheduling domain. More often than not, SDUs do natkeor
spond to grammatically complete sentences. SDUs ofteespond
to input fragments, clauses or phrases, which convey a daratiy
coherent piece of information. In particular, fragmentstsas time

Text in Target Language

Speech in Target Language

The JANUS System

Speech Sythesizer

Transcription of Segmented Utterance:

(si1) (mira) (toda la man5ana estoy disponible)
(y tambieln los fin de semana)

(si podrila ser mejor un dila de fin

de semana porque justo el once no puedo)
(me es imposible)

(vos podels el fin de semana)

Handmade Translation of the Utterance:

Yes. Look, all morning I'm free.

And also the weekend. If it would be
better, a day on the weekend, because on
the eleventh | can't (meet). It is impossible
for me. Can you (meet) on the weekend?

Figure 3. Semantic Dialogue Units in a Spanish Full Utterance

expressions often appear in isolation, and are allowedrta fmm-
plete analyses and “float” to the top level of our grammars.

A full utterance turn thus consists of a sequence of SDUuIIEI]
contains an example utterance in Spanish which demonstiate
a full utterance can consist of multiple SDUs. The analy§s full
utterance turn as a collection of semantic dialogue ungsires the
ability to correctly identify the boundaries between thétanThis
turns out to be a difficult yet crucial task, since translatecuracy
greatly depends on correct segmentation. Utterance sdgtizenin
our system is performed in a multi-level incremental faghjoartly
prior to and partly during analysis by the parser. The sedat&m
relies on a combination of acoustic, lexical, semantic aatissical
knowledge sources.
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4 Pre-parsing Segmentation

Segmentation decisions in our system can be made relialviggiu
parsing, at which point multiple sources of knowledge caapygied.
Nevertheless, we have discovered that there are severahtad)es
to be gained from performing some amount of segmentatioheat t
pre-parsing stage. The goal here is to detect where SDU lzoi@sd
are highly likely. We then pre-break the utterance at thesetp into
sub-utterances that may still contain multiple SDUs. Eafctihnese
sub-utterances is then parsed separately.

Pre-parsing segmentation at SDU boundaries is determisiad u
acoustic, statistical and lexical information. The segraton at the
pre-parsing stage has two main advantages. The first adyaista
potential increase in the parsability of the utterancehdligh the
GLR* parser is designed to skip over parts of the utteraneg ith
cannot incorporate into a meaningful structure, only ledifmounts
of skipping are considered by the parser, due to feasiloititystraints.
Often, a long utterance contains a long internal segmemntighan-
parsable. If the parser does not manage to skip over theeamir
parsable segment, a partial parse may be produced thascaitteer
the portion of the utterance that preceded the unparsadpieesa, or
the portion of the utterance that followed it, but not both.hiow-
ever, the utterance is pre-broken into several sub-uttexathat are
then parsed separately, there is a greater chance thaspaitsbe
produced for all portions of the original utterance.

The other potential advantage of pre-breaking an utteréee
significant reduction in ambiguity and subsequently a sicgmt in-
crease in system efficiency. Considering all possible segptiens
of the utterance into SDUs adds an enormous level of ampigmit
the parsing process. A long utterance may in fact have hdsdré
different ways by which it can be segmented into analyzablg$
This amount of ambiguity can be drastically reduced by aeitging
several highly confident SDU boundaries in advance. Eacthef t
sub-utterances passed on to the parser is then much sraaliehas
far fewer possible segmentations into SDUs that must beiderel
by the parser. The example in Figure 4 demonstrates thidouit
pre-breaking, the complete utterance is parsable, buiressyiil 3 sec-
onds. Pre-breaking produces the set of three sub-uttesahosvn in
the middle of the figure. Parsing the three sub-utterancesduence
requires only 32 seconds (less than a third of the time).

4.1 Acoustic Cues for SDU Boundaries

The first source of information for our pre-breaking procexlis
acoustic information supplied by the speech recognizefiidethat
some acoustic cues have a very high probability of occuairfgDU
Boundaries. These are dependent on the language to a aexteaint.
Long silencesin general are a good indicator of an SDU boyndé
ter testing various combinations of noises within Spanialodues,
we find that the following acoustic signals yield the besulessfor
picking SDU boundaries: silences, two or more human noises i

Unsegmented Speech Recognition:

(%noise% sil mira toda la man5ana estoy
disponible %noise% %noise% y tambieln

el fin de semana si podrila hacer mejor

un dila fin de semana porque justo el

once no puedo me es imposible va a poder
fin de semana %noise%)

Pre-broken Speech Recognition:

(si1)

(mira toda la man5ana estoy disponible

%pnoise% %noise% y tambieln el fin de semana)
(si podrila hacer mejor un dila fin de semana)
(porque justo el once no puedo me es imposible
va a poder fin de semana)

Parser SDU Segmentation (of Pre-broken Input):

(((si1))
((mira) (toda la man5ana estoy disponible)
(y tambieln) (el fin de semana))
((si podrila hacer mejor un dila fin de semana))
((porque el once no puedo) (me es imposible)
(va a poder fin de semana)))

Actual Translation:

"yes --- Look all morning is good for me --

and also -- the weekend --- If a day weekend

is better --- because on the eleventh | can't

meet -- That is bad for me can meet on weekend"

Figure 4. Efficiency Effect of Pre-breaking on a Spanish Full Uttemanc

utterance. The likelihood of a boundary at a particular poirthe
utterance is estimated based on a window of four words sndiog

the potential boundary location (the two words prior to tleénpin
guestion and the two words following it). Assume these wams
[wiw2 e wawa], where the potential SDU boundary being considered
is betweenw, andws. There are three bigram frequencies that are
relevant to the decision of whether or not an SDU boundaiiiésyl

at this point. These are:

1. F([wiwze]): the frequency of a clause boundary being to the right
of the bigram[wiw].

F([w2e w3]): the frequency of a clause boundary being in between
the bigramwzws].

F([ewawa]): the frequency of a clause boundary being to the left
of the bigram[wswa].

2.

3.

The bigram frequencies are estimated from a training sehiichv
SDU boundaries are explicitly marked. The frequenciesal@itated
from the number of times an SDU boundary appeared in theigin
data in conjunction with the appropriate bigrams. In otherds, if
C([w;w;e]) is the number of times that a clause boundary appears to
the right of the bigranfw;w;] andC([w;w;]) is the total number of
times that the bigrarhw;w;] appears in the training set, then

row and three or more human or non-human noises in a row. How-

ever, since multiple noises and silences inside an utterarecrare in
the Spanish data, pre-breaking according to acoustic ¢illessults

most of the time in long unbroken utterances with which we tmus

contend.

4.2 Statistical Detection of SDU Boundaries

The second source of information for our pre-breaking pdoce is
a statistically trained confidence measure that attemtapture the

likelihood of an SDU boundary between any pair of words in the

C([wiwje])

Flwiw;e]) = C([wiwy])

F([w; o wy]) andF([ew;w;]) are calculated in a similar fashion.
However, for a given quadrupleviw; e wswa], in order to deter-
mine whether the point in question is a reasonable placeréalkh
ing the utterance, we compute the following estimated feeqy

F([wlwz [ ’LU3’LU4]):

~([w1w2 . w3w4]) _ C([wleO]) =+ C([’LUZ ° ’wa]) =+ C([ow3w4])
C([wiwa]) + C([waws]) + C([wswa])
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This was shown to be more effective than the linear comhinati
of the frequencied’([wiwoe]), F([w2 e w3]) andF([ewswa]). The
method we use is more effective because a bigram with a low fre
guency of appearance, for which we may not have sufficieeligle
information, is not counted as highly as the other factors.

If the calculated SDU boundary probabilifj( [w1w; e w3wa]) ex-
ceeds a pre-determined threshold, the utterance will bmeeted at
this point. Setting the threshold for segmentation too lglwesult in
higher levels of segmentation, some of which will likely bearrect.
Setting the threshold too high will result in ineffectivegssentation.
As already mentioned, even though pre-parsing segmentzioim-
prove system efficiency and accuracy, segmentation desigoour
system can be done much more reliably at the parser levahémur
more, an incorrect pre-parsing segmentation cannot bected at
a later stage. For these reasons, we set the threshold f@apseng
segmentation to a cautiously high value, so as to preveotriect seg-
mentations as much as possible. The actual threshold wersrdeed
based on experimentation with several values over a largelale-
ment set of dialogues. We determined the lowest possibésiioid
value that still completely avoided incorrect segmentegidl he sta-
tistical segmentation predictions were compared agarest3DU
boundary markers in the transcribed versions of the utt&sito de-
termine if a prediction was correct or false. The best thoébifor
pre-breaking was determined to be 0.6.

4.3 Lexical Cues for SDU Boundaries

The third source of information for our pre-breaking proaeglis a
set of lexical cues for SDU boundaries. These cues are lgyegaad
most likely domain-specific words or phrases that have beterd
mined through linguistic analysis to have a very high likethd of
preceding or following an SDU boundary. While examining the
sults of the statistical pre-breaking, we noticed thatalvegre phrases
that almost always occurred at SDU boundaries. These phtesse
ally had high SDU boundary probabilities, but in some cas¢sigh
enough to exceed the threshold for SDU boundary predictige.
examined roughly 100 dialogues from the Scheduling donasfimt
phrasesthat commonly occur at SDU boundaries. We detedtfiae
the phrasegqueé tal, qué te pareceandsi usually occur after an SDU
boundary whileSi andclaro occur before an SDU boundary.

We modified the procedure for pre-breaking so that it coulke ta
into account these phrases. A small knowledge base of thesesr
was created. The phrases alone do not trigger SDU boundeayr
They are combined with the statistical component mentioneke
previous subsection. This is done by assigning the phrapesba-
bility “boost” value. When the phrases are encountered leypife-
breaking program, the corresponding SDU boundary proitalil
incremented by the boost value of the phrase. After the aitore-
breaking statistical threshold was determined to be 0.6exyperi-
mented with several probability boost values for the plsa$bese
numbers were determined in the same manner as the besgarkeiry
threshold. For phrases that occur after a boundary, werdéated that
the best probability boost value is 0.15. For phrases thaidzefore
a boundary, the best probability boost value is 0.25. When afn
the lexical phrases appears in an utterance, the incregseliabil-
ity due to the boost value will usually increment the SDU baany
probability enough to exceed the threshold of 0.6. In cadesathe
probability still does not exceed the threshold, the oagjlmoundary
probability is so low that it would be dangerous to break ttierance
at that point. In such cases, we prefer to allow the parsesterchine
whether or not the point in question is in fact an SDU boundary

5 Parse-time Segmentation and Disambiguation

Once the input utterance has been broken into chunks by edr pr
parsing segmentation procedure, it is sent to the parsenrfalysis.
Each utterance chunk corresponds to one or more SDUs. Thé GLR
parser analyzes each chunk separately, and must find thevagst
to segment each chunk into individual SDUs. Chunks thataiont
multiple SDUs can often be segmented in several differeryswas
mentioned in the previous section, the number of possible S&y-
mentations of a chunk greatly increases as a function oéitgth.
This presents the parser with a significant additional lefelmbi-
guity.

Even single SDUs may often have multiple analyses according
to the grammar, and may thus prove to be ambiguous. The Iével o
ambiguity introduced by chunks of multiple SDUs can draslyc
compound this problem. Dealing with such high levels of ayatiy
is problematic from two different perspectives. The firgidgsser effi-
ciency, whichis directly correlated to the number of diéfetanalyses
that must be considered in the course of parsing an inputsébend
perspective is the accuracy of the selected parse reswdtgiigater
the amount of ambiguity, the more difficult it is for the parseapply
its disambiguation methods successfully, so that the momtréct”
analysis is chosen. The task of finding the “best” segmemtas
therefore an integral part of the larger parse disambiguairocess.

The early pruning of ambiguities that correspond to churge se
mentations that are unlikely to be correct can result in angitic
reduction in the level of ambiguity facing the parser. Thas cesult
in a significant improvement in both parser efficiency andiaacy.

5.1 The Fragmentation Counter Feature

Because our grammar is designed to be able to analyze fragmen
as first class SDUs, it is often the case that an input chunkbean
analyzed both as a single SDU, as well as a sequence of smaller
fragment SDUSs. In most cases, when such a choice existxaise |
fragmented analysis corresponds to the most semanticattigrent
representation. We therefore developed a mechanism fogsepting
the amount of fragmentation in an analysis, so that lessrfeaed
analyses could be easily identified.

The fragmentation of an analysisis reflected via a specialriter”
slot in the output of the parser. The value of the counter slot
determined by explicit settings in the various rules of tinengmar.
This is done by unification equations in the grammar rule seathe
value of the counter slot in the feature structure that apoads to
the left-hand side non-terminal of the grammar rule. In théy, the
counter slot can either be set to some desired value, orressig
value that is a function of counter slot values of constitaem the
right-hand side of the rule.

By assigning counter slot values to the feature structuvelyzed
by rules of the grammar, the grammar writer can explicitipesss the
expected measure of fragmentation that is associated vpigtizu-
lar grammar rule. For example, rules that combine fragmierisss
structured ways can be associated with higher counter salAea
result, analyses that are constructed using such rulebanié higher
counter values than those constructed with more strudyuigdam-
matical” rules, reflecting the fact that they are more fragted. In
particular, the high level grammar rules that chain toge#iaU-level
analyses can sum the fragmentation counter values of thédodl
SDU analyses that are being chained together.
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5.2 Pruning Analyses Using Fragmentation
Counters

The preference for a less fragmented analysis is realizexmpar-
ing the differentanalyses of SDU chains as they are beingtoarted,
and pruning out all analyses that are not minimal in theigfn@nta-
tion values. The pruning heuristic is implemented as a lisg@dure
that is invoked along with the grammar rule that combinesa ne
SDU analysis with a list of prior analyzed SDUs. The featuracs
ture associated with the list of prior analyzed SDUs is pduimea
way that preserves only values that correspond to the mimirfinaig-
mentation. The feature structure of the new SDU is then coatbi
only with these selected values.

Since the SDU combining grammar rule is invoked at each poin

5.4 Parse Disambiguation

All SDU segmentations allowed by the grammar that are natgau
out by the methods previously described are representid icallec-

tion of analyses that are output by the parser. A parse digaration

procedure is then responsible for the task of selectingltlest” anal-
ysis from among this set. Implicitly this includes selegtthe “best”

SDU segmentation of the utterance.

Disambiguation in GLR* is done using a collection of parsalev
uation measures which are combined into an integrated $teuior
evaluating and ranking the parses produced by the parse. &al-
uation measure is a penalty function, which assigns a pesedtre
to each of the alternative analyses, according to its dafiya The
penalty scores are then combined into a single score usimgar|

where a part of the input utterance may be analyzed as a separ#°mpination.

SDU, the pruning procedure incrementally restricts thesesibeing
considered throughout the parsing of the input utteranks. fEsults
in a substantial decrease in the total number of ambiguoalyses
produced by the parser for the given utterance, as well agfisant
reduction in the amount of time and space used by the parskein
course of parsing the utterance.

5.3 Pruning Analyses Using Statistical Information

In addition to the fragmentation pruning, we use a statisticethod
that aims to prevent the parser from considering SDU boueslait
points in the utterance in which they are unlikely to app&ais is

done using the same statistical information about the SDshdary
likelihood that is used for utterance pre-breaking. Howewbereas
in the pre-breaking process we attempt to detect locationthe

utterance where an SDU boundary is likely to occur, withmplarser
we are attempting to predictthe opposite, i.e., locationghich SDU
boundaries arenlikely.

The parser currently combines three penalty scores. Thteidirs
a skip penalty that is a function of the words of the utteratinee
were not parsed in the course of creating the particularyaisl
Different analyses may correspondto different skippetigos of the
utterance. The penalty for skipping a word is a function efword’s
saliency in the scheduling domain. Highly salient wordseiee a
high skip penalty. Analyses that skip fewer words, or wordthw
lower saliencies are preferable, and thus receive lowealties.

The fragmentation counter attached to the analysis is usex a
second penalty score. As mentioned earlier, the value ofrtge
mentation counter slot reflects the amount of fragmentadibthe
analysis. For each of the parsable subsets of the utterans@dered
by the parser, pruning using fragmentation counters regukinaly-
ses that are minimal in the number of SDUSs. In the disambignat
stage, where analyses of different parsable subsets angared) the
fragmentation counter is used as a penalty score, S0 as &again
reflect the preference for analyses that correspond to f&éss.

The third penalty score is based on a statistical disambiua
module that is attached to the parser. The statistical fraorieis
one in which shift and reduce actions of the LR parsing tables

The likelihood of an SDU boundary is computed in the same-fashdirectly augmented with probabilities. Training of the pailities is

ion as previously described in Section 4. However, the nftion is
now used differently. The procedure that calculates the $Dihd-
ary likelihood is called by a special rule within the grammahich
is invoked whenever the parser completes a partial analysisnay

performed on a set of disambiguated parses. The probabitfithe
parse actions induce statistical scores on alternatisepgeges, which
are then used for disambiguation. Statistical disambignagn cap-
ture structural preferencesin the training data. Thisusglially create

correspond to a complete SDU. This grammar rule will only fire @ bias toward structures that correspond to SDU segmentatfiat

successfully if the point where the sentence ends is atitatig rea-
sonable point to break the utterance. Should the rule falparser
will be prevented from pursuing a parse in which the next ward
the utterance are interpreted as a new SDU. In order for thegrar
rule to be allowed to fire, the computed boundary probabitityst
be greater than a threshold set in advance. The value of taehtbld
is set manually so as to try and obtain as much pruning aslgessi
while not pruning out correct SDU segmentations. It is cutfyeset
to 0.03 for both Spanish and English.

To test the effectiveness of the statistical method of prgr@ut
analyses, we compared the results of parsing an Englishsést
of 100 utterances, both with and without statistical prgnidsing
the statistical pruning resulted in an overall decreaseboia30%
in parsing time. A comparison of the parse analyses seldryed
the parser showed that with statistical pruning, the passkacted a
better parse for 15 utterances, while for 7 utterances aaymasse was
selected. Although the seven bad cases are a result of nf3ed
boundaries, the 15 good cases are a result of the parsetisglac
better SDU segmentation, due to the fact that analyses mgthriect
SDU boundaries were statistically pruned out.

are more likely to be correct.

6 Results

In order to test the effect of using pre-breaking on the outiituhe
speech recognizer, we performed an end-to-end translatialua-
tion on a set of three unseen Spanish dialogues consistidgf
utterances. These dialogues were never used for systerfogdment
or training. The dialogues were first translated by both nhesifrom
unsegmented speech output and then from automaticallyesggoh
speech output. The results reported here are based on tbenper
age of acceptable translations of the 248 in-domain SDUn fiee
test set. These translations were scored by an objectiepertient
scorer. Figure 5 shows a significant increase in transla@uracy
for the GLR module from 36% to 54%. The Phoenix module is much
less sensitive to the effects of pre-parsing segmentalibos, on
unbroken utterances, Phoenix significantly out-perforraRGHow-
ever, pre-parsing segmentation results in a minor impram&nn
translation accuracy for the Phoenix translation moduleels
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In Domain (248 SDUSs)
without pre-breaking| with pre-breaking
GLR 36% 54%
Phoenix 49% 52%

Figure 5. Results of a translation evaluation with and without prekian
speech-recognition output.

7 Summary and Conclusions

Accurate speechtranslation in JANUS requires that an inffetance
be correctly segmented into semantic dialogue units. Weegelthis
task using a combination of acoustic, statistical, lexarad seman-
tic information, which is applied in two stages, prior to gpiag and
during parsing. Pre-parsing segmentation is advantagesnaise it
increases the robustness of the parser to unparsable segméme
input utterance and significantly reduces the amount of segation
ambiguity presented to the parser. However, accurate segtian is
performed during parse-time, when semantic and grammaiicsa
straints can be applied. Pruning heuristics allow the pacsignore
segmentations that are unlikely to be correct. This resttie set of
possible analyses passed on for disambiguation. The digaation
process subsequently selects the analysis deemed masttcorr
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