
Using Discourse Predictions for Ambiguity ResolutionYan Qu, Carolyn P. Ros�e and Barbara Di EugenioComputational Linguistics ProgramDepartment of PhilosophyCarnegie Mellon UniversityPittsburgh, PA 15213fyqu,cproseg@cs.cmu.edu,dieugeni@cmu.eduAbstractIn this paper we discuss how we ap-ply discourse predictions along with noncontext-based predictions to the prob-lem of parse disambiguation in Enthusi-ast, a Spanish-to-English translation sys-tem (Woszcyna et al., 1993; Suhm et al.,1994; Levin et al., 1995). We discussextensions to our plan-based discourseprocessor in order to make this possi-ble. We evaluate those extensions anddemonstrate the advantage of exploitingcontext-based predictions over a purelynon context-based approach.1 IntroductionA system which processes spoken language mustaddress all of the ambiguities arising when pro-cessing written language, plus other ambiguitiesspeci�c to the speech processing task. Theseinclude ambiguities derived from speech dis
u-encies, speech recognition errors, and the lackof clearly marked sentence boundaries. Becausea large 
exible grammar is necessary to handlethese features of spoken language, as a side-e�ectthe number of ambiguities increases. In this pa-per, we discuss how we apply discourse predic-tions along with non context-based predictions tothe problem of parse disambiguation. This workhas been carried out in the context of Enthusi-ast, a Spanish-to-English speech-to-speech trans-lation system (Woszcyna et al., 1993; Suhm et al.,1994; Levin et al., 1995), which currently trans-lates spontaneous dialogues between two peopletrying to schedule a meeting time.A key feature of our approach is that it al-lows multiple hypotheses to be processed throughthe system in parallel, and uses context to disam-biguate among alternatives in the �nal stage of theprocess, where knowledge can be exploited to thefullest extent. In our system, numerical predic-tions based on the more local utterance level aregenerated by the parser. The larger discourse con-text is processed and maintained by a plan-based

discourse processor, which also produces context-based predictions for ambiguities. Our goal wasto combine the predictions from the context-baseddiscourse processing approach with those from thenon context-based parser approach.In developing our discourse processor for disam-biguation we needed to address three major issues.First, most plan-based or �nite state automatonbased discourse processors (Allen and Schubert,1991; Smith, Hipp, and Biermann, 1995; Lam-bert, 1993; Reithinger and Maier, 1995), includingthe one we initially developed (Ros�e et al., 1995),only take one semantic representation as input ata time: thus, we had to extend the discourse pro-cessor so that it can handle multiple hypotheses asinput. Secondly, we needed to quantify the disam-biguating predictions made by the plan-based dis-course processor in order to combine these predic-tions with the non context-based ones. Finally, weneeded a method for combining context-based andnon context-based predictions in such a way as tore
ect not only which factors are important, butalso to what extent they are important, and underwhat circumstances. We assume that knowledgefrom di�erent sources provides di�erent perspec-tives on the disambiguation task, each specializingin di�erent types of ambiguities.In this paper, we concentrate on the �rst twoissues which are imperative to integrate a tradi-tional plan-based discourse processor into the dis-ambiguation module of a whole system. The thirdissue is very important for successful combinationof predictions from di�erent knowledge sources.We address this issue elsewhere in (Ros�e and Qu,1995).The paper is organized as follows: First, webrie
y introduce the Enthusiast speech transla-tion system and discuss the ambiguity problemin Enthusiast. Then we discuss our discourse pro-cessor, focusing on those characteristics needed togenerate predictions for disambiguation. Finally,we evaluate our performance, and demonstratethat the use of discourse context improves per-formance on disambiguation tasks over a purelynon context-based approach in the absence of cu-mulative error.



2 System DescriptionThe main modules of our system include speechrecognition, parsing, discourse processing, andgeneration. Processing begins with the speechinput in the source language. The top best hy-pothesis of the speaker's utterance is then passedto the parser. The GLR* parser (Lavie, 1995)produces a set of interlingua texts, or ILTs, for agiven sentence. For robustness, the GLR* parsercan skip words in the input sentence in order to�nd a partial parse for a sentence which otherwisewould not be parsable. An ILT is a frame-basedlanguage independent meaning representation of asentence. The main components of an ILT are thespeech act (e.g., suggest, accept, reject), thesentence type (e.g., state, query-if, fragment),and the main semantic frame (e.g., free, busy).An example of an ILT is shown in Figure 1. Theparser may produce many ILTs for a single sen-tence, sometimes as many as one hundred or more.((when((frame *simple-time)(day-of-week wednesday)(time-of-day morning)))(a-speech-act(*multiple* *suggest *accept))(who((frame *i)))(frame *free)(sentence-type *state)))Sentence: I could do it Wednesday morning too.Figure 1: An Example ILTThe resulting set of ILTs is then sent to the dis-course processor. The discourse processor, basedon Lambert's work (Lambert and Carberry, 1992;Lambert, 1993), disambiguates the speech act ofeach sentence, normalizes temporal expressionsfrom context, and incorporates the sentence intothe discourse context represented by a plan tree.The discourse processor also updates a calendarwhich keeps track of what the speakers have saidabout their schedules. We will discuss the dis-course processor and how we extended it for thedisambiguation task in Section 4.3 Ambiguity in EnthusiastBecause the spontaneous scheduling dialogues areunrestricted, ambiguity is a major problem in En-thusiast. We gauge ambiguities in terms of dif-ferences between members of the set of ILTs pro-duced by the parser for the same source sentence.As we mentioned earlier, the disambiguation taskbene�ts from both non context- and context-based

methods. We observed that some classes of am-biguities can be more perspicuously dealt with inone way or the other.3.1 Non Context-Based DisambiguationWhen the parser produces more than one ILT fora single sentence, it scores these ambiguities ac-cording to three di�erent non context-based dis-ambiguation methods. The �rst method, basedon (Carroll and Briscoe, 1993), assigns probabil-ities to actions in the GLR* parser's parse table.The probabilities of the parse actions induce sta-tistical scores on alternative parse trees, whichare then used for parse disambiguation. The re-sulting score is called the statistical score. Thesecond method the parser uses to score the ILTsmakes use of penalties manually assigned to dif-ferent rules in the parsing grammar. The result-ing score from this method is called the gram-mar preference score. The third score, called theparser score, is a heuristic combination of the pre-vious two scores plus other information such asthe number of words skipped. These three noncontext-based scores will be referred to later whenwe discuss combining non context-based predic-tions with context-based ones.Error analysis of parser disambiguation outputshows that the GLR* parser handles well ambigu-ities which are not strongly dependent upon thecontext for a reasonable interpretation. For ex-ample, the Spanish word una can mean either oneor a, as an inde�nite reference. The parser alwayschooses the inde�nite reference meaning since thevast majority of training examples use this senseof the word. Moreover, since in this case incorrectdisambiguation does not adversely a�ect transla-tion quality, it makes sense to handle this ambi-guity in a purely non context-based manner.3.2 Context-Based DisambiguationWhile a broad range of ambiguities can be han-dled well in a non context-based manner, someambiguities must be treated in a context sensi-tive manner in order to be translated correctly.Table 1 lists some examples of these types of am-biguities. Each type of ambiguity is categorizedby comparing either di�erent slots in alternativeILTs or di�erent values in ambiguous ILT slotsgiven the same input utterance.For example, one type of ambiguity best han-dled with a context-based approach is the day vshour ambiguity, exempli�ed by the phrase dos acuatro. It can mean either the second at four,the second to the fourth or two to four. Out ofcontext, it is impossible to tell which is the bestinterpretation. Contextual information makes itpossible to choose the correct interpretation. Forexample, if the speakers are trying to establish adate when they can meet, then the second to thefourth is the most likely interpretation. However,



Types of Ambiguity Description Examplesday vs hour a temporal expression can berecognized as a day or an hour dos a cuatrosecond at four orsecond to fourth ortwo to fourstate vs query-if ambiguity between sentencetype state or query-if est�a bienIt's OK orIs it OK?speaker reference ambiguity between pro-droppronouns tambi�en podr�ia ese d�iaalso i could that day oralso you could that daytense ambiguity between past tenseand present tense d�onde nos encontramoswhere are we meeting orwhere were we meetinghow vs greet ambiguity between frame howand greet qu�e talHow are you? orHow is that?when vs where ambiguity between when slotand where slot s�abado quinceSaturday the �fteenth orSaturday building 15Table 1: Examples of Context-Sensitive Ambiguitiesif the speakers have already chosen a date and arenegotiating the exact time of the meeting, thenonly the meaning two to four makes sense.Some sentence type ambiguities are alsocontext-based. For example, Est�a bien can be ei-ther the statement It is good or the question Isit good?. This is an example of what we call thestate vs query-if ambiguity: in Spanish, it isimpossible to tell out of context, and without in-formation about intonation, whether a sentenceis a statement or a yes/no question. However, ifthe same speaker has just made a suggestion, thenit is more likely that the speaker is requesting aresponse from the other speaker by posing a ques-tion. In contrast, if the previous speaker has justmade a suggestion, then it is more likely that thecurrent speaker is responding with an acceptingstatement than posing a question.In general, we base our context-based predic-tions for disambiguation on turn-taking informa-tion, the stage of negotiation, and the speakers'calendar information. This information is encodedin a set of context-based scores produced by thediscourse processor for each ILT.4 Discourse Processing andDisambiguationContext-based ranking of ambiguities is per-formed by the plan-based discourse processor de-scribed in (Ros�e et al., 1995) which is based on(Lambert and Carberry, 1992; Lambert, 1993).Originally, our discourse processor took as its in-put the single best parse returned by the parser.The main task of the discourse processor was torelate that representation to the context, i.e., tothe plan tree. In general, plan inference startsfrom the surface forms of sentences. Then speech-acts are inferred. Multiple speech-acts can be in-ferred for one ILT. A separate inference chain iscreated for each potential speech act performed

by the associated ILT. Preferences for picking oneinference chain over another were determined bythe focusing heuristics, which provide ordered ex-pectations of discourse actions given the existingplan tree. Our focusing heuristics, described indetail in (Ros�e et al., 1995), are an extension ofthose described in (Lambert, 1993). In determin-ing how the inference chain attaches to the plantree, the speech-act is recognized, since each infer-ence chain is associated with a single speech-act.As mentioned in the introduction, for a plan-based discourse processor to deal with ambigui-ties, three issues need to be addressed:1. The discourse processor must be able to dealwith more than one semantic representationas input at a time. Note that simply extend-ing the discourse processor to accept mul-tiple ILTs is not the whole solution to thedisambiguation problem: �ner distinctionsmust be made in terms of coherence with thecontext in order to produce predictions de-tailed enough to distinguish between alterna-tive ILTs.2. Before context-based predictions can be com-bined with quantitative non context-basedpredictions, they must be quanti�ed. Itwas necessary to add a mechanism to pro-duce more detailed quanti�able predictionsthan those produced by the original focusingheuristics described in (Ros�e et al., 1995).3. Finally, context-based predictions must becombined successfully with non-context-based ones. The discourse processor must beable to weigh these various predictions in or-der to determine which ones to believe in spe-ci�c circumstances.Thus, we extended our original discourse pro-cessor as follows. It takes multiple ambiguousILTs from the parser and computes three quanti-�ed discourse scores for each ambiguity. The dis-course scores are derived by taking into account



attachment preferences to the discourse tree, asre
ected by two kinds of focusing scores, and thescore returned by the graded constraints, a newtype of constraint we introduced. Then for eachambiguity the discourse processor combines thesethree kinds of context-based scores with the noncontext-based scores produced by other modulesof the system to make the �nal choice, and returnsthe chosen ILT. As in the �rst version of the dis-course processor, the chosen ILT is attached to theplan tree and a speech act is assigned to it. Wediscuss now how the discourse scores are derived.Note that lower values for all scores are preferred.4.1 Focusing scoresThe focusing scores are derived from focusingheuristics based on (Sidner, 1981; Lambert, 1993;Ros�e et al., 1995). The focusing heuristics identifythe most coherent relationship between a new in-ference chain and the discourse plan tree. Attach-ment preferences by the focusing heuristics aretranslated into numerical preference scores basedon attachment positions and the length of the in-ference chains. The assignment of focusing scoresre
ects the assumption that the most coherentmove in a dialogue is to continue the most salientfocused actions, namely, the ones on the rightmostfrontier of the plan tree. The �rst focusing scoreis a boolean focusing 
ag. It returns 0 if the infer-ence chain for the associated ILT attaches to therightmost frontier of the plan tree, 1 if it eitherattaches to the tree but not to the right frontieror doesn't attach to the tree. The second focusingscore, the focusing score proper, assigns a scorebetween 0 and 1 indicating how far up the right-most frontier the inference chain attaches. Themaximal score is assigned in the case that the in-ference chain does not attach.4.2 Graded constraintsOnce the discourse processor was extended to ac-cept multiple ILTs as input, it became clear thatfor most ambiguous parses the original focusingheuristics did not provide enough information todistinguish among the alternatives. Our solutionwas to modify the discourse processor's constraintprocessing mechanism, making it possible to bringmore domain knowledge to bear on the disam-biguation task. In the original discourse proces-sor, all of the constraints on plan operators, whichwe call elimination constraints, were used solelyfor the purpose of binding variables and eliminat-ing certain inference possibilities. Their purposewas to eliminate provably wrong inferences, andin this way to give the focusing heuristics a higherlikelihood of selecting the correct inference chainfrom the remaining set.We introduced a di�erent type of constraint,graded constraints, inspired by the concept ofgraded uni�cation discussed in (Kim, 1994). Un-

like elimination constraints, they neither bindvariables nor eliminate any inferences. Gradedconstraints always return true, so they cannoteliminate inferences. However, they assign numer-ical penalties or preferences to inference chainsbased on domain speci�c information. This in-formation is then used to rank the set of possibleinferences left after the elimination constraints areprocessed.For example, consider the day versus hour ambi-guity we discussed earlier. In most cases inferencechains for ILTs with this ambiguity have the samefocusing scores. We introduce the possible-timeconstraint to check whether the temporal con-straints con
ict with the dynamic calendar or therecorded dialogue date when the inference chainsare built. If the temporal information representedin an ILT is in con
ict with the dialogue recorddate (e.g., scheduling a time before the recorddate) or with the temporal constraints already inthe calendar (e.g., propose a time that is alreadyrejected), a penalty score is assigned to that in-ference chain; otherwise, a default value (i.e. nopenalty) is returned. Several graded constraintsmay be �red in one inference chain. Penalties orpreferences for all graded constraints in the infer-ence chain are summed together. The result is thegraded constraint score for that ambiguity.Introducing graded constraints has two advan-tages over adding more elimination constraints.As far as the system in general is concerned,graded constraints only give preferences, they donot rule out inferencing and attachment possibil-ities: thus, introducing new constraints will notdamage the broad coverage of the system. As faras the discourse processor is concerned, it wouldbe possible to achieve the same e�ect by addingmore elimination constraints, but this would makeit necessary to introduce more �ne-tuned plan op-erators geared towards speci�c cases. By intro-ducing graded constraints we avoid expanding thesearch space among the plan operators.4.3 Combining PredictionsOnce the information from the graded constraintsand the focusing scores is available, the challeng-ing problem of combining these context-based pre-dictions with the non context-based ones arises.We experimented with two methods of automat-ically learning functions for combining our sixscores into one composite score, namely a ge-netic programming approach and a neural net ap-proach. The basic assumption of our disambigua-tion approach is that the context-based and noncontext-based scores provide di�erent perspec-tives on the disambiguation task. They act to-gether, each specializing in di�erent types of cases,to constrain the �nal result. Thus, we want ourlearning approach to learn not only which factorsare important, but also to what extent they are



important, and under what circumstances. Thegenetic programming and neural net approachesare ideal in this respect.Genetic programming (Koza, 1992; Koza, 1994)is a method for \evolving" a program to accom-plish a particular task, in this case a function forcomputing a composite score. This technique canlearn functions which are e�cient and humanlyunderstandable and editable. Moreover, becausethis technique samples di�erent parts of the searchspace in parallel, it avoids to some extent the prob-lem of selecting locally optimal solutions which arenot globally optimal.Connectionist approaches have been widelyused for spoken language processing and other ar-eas of computational linguistics, e.g., (Wermpter,1994; Miikkulainen, 1993) to name only a few.Connectionist approaches are able to learn thestructure inherent in the input data, to make �nedistinctions between input patterns in the pres-ence of noise, and to integrate di�erent informa-tion sources.We refer the reader to (Ros�e and Qu, 1995) forfull details about the motivations underlying thechoice of these two methods as well as the advan-tages and disadvantages of each.5 EvaluationBoth combination methods, the genetic program-ming approach and the neural net approach, weretrained on a set of 15 Spanish scheduling dia-logues. They were both tested on a set of �vepreviously unseen dialogues. Only sentences withmultiple ILTs, at least one of which was correct,were used as training and testing data. Altogether115 sentences were used for training and 76 fortesting.We evaluated the performance of our two meth-ods by comparing them to two non context-basedones: a baseline method of selecting a parse ran-domly, and a Statistical Parse Disambiguationmethod. The Statistical Parse Disambiguationmethod makes use of the three non context-basedscores described in Section 3. The two context-based approaches combine the three non context-based scores as well as the three context-basedscores, namely the focusing 
ag, the focusingscore, and the graded constraint score.Table 2 reports the percentages of ambigu-ous sentences correctly disambiguated by eachmethod. We present two types of performancestatistics on the testing set: without cumulativeerror Testing without CE and with cumulative er-ror Testing with CE. Cumulative error builds upwhen an incorrect hypothesis is chosen and incor-porated into the discourse context, causing futurepredictions based on discourse context to be in-accurate. Notice that for the two non context-based approaches, the performance �gures for

both kinds of testing are the same because cu-mulative error is only an issue for context-basedapproaches.Our results show that the discourse processor isindeed making useful predictions for disambigua-tion: when we abstract away the problem of cu-mulative error, we can achieve an improvementof 13% with the genetic programming approachand of 2.5% with the neural net approach overthe parser's non-context based statistical disam-biguation technique. For example, we were able toachieve almost perfect performance on the statevs query-if ambiguity, missing only one casewith the genetic programming approach; thus, forthis ambiguity, we can trust the discourse proces-sor's prediction.However, our results also indicate that we havenot solved the whole problem of combining noncontext- and context-based predictions for disam-biguation. In the face of cumulative error, both ofthe two discourse combination approaches su�erfrom performance degradation, though to a dif-ferent extent. Our current direction is to seek asolution to the cumulative error problem. Somepreliminary results in this regard are discussed in(Qu et al., 1996).6 ConclusionsIn this article we have discussed how we applypredictions from our plan-based discourse proces-sor to the problem of disambiguation. Our eval-uation demonstrates the advantage of incorporat-ing context-based predictions into a purely noncontext-based approach. While our results indi-cate that we have not solved the whole problemof combining non context- and context-based pre-dictions for disambiguation, they show that thediscourse processor is making useful predictionsand that we have combined this information suc-cessfully with the non context-based predictors.Our current e�orts are aimed at solving the cu-mulative error problem in using discourse context.We noticed that cumulative error is especially aproblem in spontaneous speech systems where un-expected input, dis
uencies, out-of-domain sen-tences and missing information cause the deterio-ration of the quality of context. One possibility isto reassess and reestablish the context state whena con
ict is detected between context and otherpredictions. A second proposal is to keep the n-best hypotheses and to choose one only after hav-ing processed a sequence of inputs. Preliminaryexperiments show that both proposals help reducethe adverse e�ect of the cumulative error problem.Our results also suggest another possible avenueof future development. Instead of trying to learna general function for combining various informa-tion sources, we could decide which source of in-formation to trust in a particular case and classify
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