
Class Phrase Models For Language ModelingKlaus Ries Finn Dag Bu� Alex Waibelries@cs.cmu.edu finndag@ira.uka.de ahw@cs.cmu.eduInteractive System LabsCarnegie Mellon University, USAUniversity of Karlsruhe, GermanyABSTRACTPrevious attempts to automatically determine multi-words asthe basic unit for language modeling have been successful forextending bigram models [10, 9, 2, 8] to improve the per-plexity of the language model and/or the word accuracy ofthe speech decoder. However, none of these techniques gaveimprovements over the trigram model so far, except for therather controlled ATIS task [8]. We therefore propose analgorithm, that minimizes the perplexity improvement of abigram model directly. The new algorithm is able to re-duce the trigram perplexity and also achieves word accur-acy improvements in the Verbmobil task. It is the naturalcounterpart of successful word classi�cation algorithms forlanguage modeling [4, 7] that minimize the leaving-one-outbigram perplexity. We also give some details on the usage ofclass �nding techniques and m-gram models, which can becrucial to successful applications of this technique.1. IntroductionThe selection of a basic unit for language modeling is notnecessarily naturally given. In languages such as English andGerman, which are the focus of this investigation, the wordlevel seems to be a useful abstraction. For Asian languagessuch as Chinese, Korean and Japanese, however, the basicbasic unit is usually chosen at a subword level. The automaticselection of basic units has the advantage, that the bias ofsimple segmentation criteria is relaxed and important longerunits are modeled explicitly. We select the basic unit bysuccessive joins of basic units, and we start with Englishresp. German words. This has the following applications:� the �xed context of the language model is enhanced dy-namically depending on the length of the basic units� �xed expressions are very likely to have pro-nunciations di�erent from the individual words(e.g.going to,you know,you all)� the output of the speech decoder contains more linguisticinformation than the word stringThe �rst item has been of much help to bigram models inthe past, and a lot of researchers reported improvements in

this arena. The second application could be realized by in-troducing specialized pronunciation variants for basic unitslike going to instead of merely concatenating the pronunci-ations of going and to. This could be achieved by manualdictionary modi�cation, dictionary learning or clustering ofsenonens. The third application is still very speculative: [6]used mutual information to �nd linguistically motivated seg-ments, [1] calls for grammar inference methods to �nd simplesyntactical �nite state grammars.Since the successive joins of basic units produces a possiblylarge number of types of basic units, the data sparsenessproblem becomes more serious. One approach to overcomethis problem is to use classes of words and to use these wordclasses as the basic units to join. This is also the approachwe want to follow here, though we �nd little evidence, thatsearching for phrases of words can be improved by search-ing for phrases of word classes for the purpose of languagemodeling in speech recognition.2. The Bigram Leaving-One-OutPerplexity CriterionThe objective of the phrase �nding procedure is to �nd apair of basic units, that cooccur frequently, such that joiningall occurrences in the corpus is a useful operation. After apair is selected we replace all occurrences of that pair bya new phrase symbol throughout the corpus. In the pastmost implementations of this idea made use of measures ofcooccurrence (except for [2]), that have been useful in otherdomains, and the pair is chosen by maximization on thatcriterion. Well known measures are� mutual information [6] MI� frequency p(w1;w2)� iterative marking frequency [9]� backward bigram BB: p(w1jw2)� backward perplexity BP: p(w1;w2) � log(p(w1jw2))� Suhotin's measure [11], see also [9]In contrast to these criteria one can try to maximize thedesired criterion directly, which is the perplexity. The



maximum likelihood estimate of the bigram probabilityQni=1 p(wijwi�1) of the training set is:F 0ML = nYi=1 N(wi; wi�1)N(wi�1) = Qw;w0 N(w;w0)N(w;w0)QwN(w)N(w)Taking the logarithm and rearranging the term we get:FML =Xw;w0 N(w;w0) � log(N(w;w0))�Xw N(w) � logN(w)The probabilities should be determined on a separate crossvalidation set and we will therefore minimize the leaving-one-out bigram perplexity of the resulting model along the linesof [4, 7]:FLO = Xw;w0;N(w;w0)>1N(w;w0) � log(N(w;w0)� 1� b)+ n1 � log (n+ � 1)bn0 + 1 � Xw N(w) � log(N(w)� 1)where b is an absolute discounting factor, N(�; �) is the bigramtable, n1 is the number of bigrams occuring exactly once, n+is the number of bigrams occuring at least once and n0 isthe number of bigrams not occuring in the corpus. FLO canbe calculated for the original corpus as well as the corpuswith the selected pair hA;Bi joined. Since we are in generalmost interested in the change of FLO after joining A andB to hA;Bi relative to the old corpus we call this quantity�hA;BiFLO. FLO as stated above is not a valid measureunless N(w) > 1 for all w which is wrong for most corporaand would require smoothing. For all practical purposes weare only interested in �hA;BiFLO and this term drops out foralmost all w.One could of course also attempt to minimize the corres-ponding m-gram perplexity for m > 2, but for reasons ofcomputational tractability we attempt the bigram case only.The monogram case of this criterion is very similar to themultigram model [2] using the viterbi-assumption, however,the model evaluation of [2] is not done using the convenientleaving-one-out criterion. The bigram leaving-one-out per-plexity criterion (PP) can also re
ect information, which isobtained from the context of a phrase. Traditional criteria forgrammar inference evaluate just the gain of a rule to the con-stituents used for the join, whereas PP applies a simple bute�ective statistical model to measure local e�ects on neigh-boring words. Noting that �hA;BiFLO also allows us to rejectword pairs from being considered as candidates for a possiblejoin, we can still maximize a di�erent measure, say X. Theresulting measure will be called hybrid-X.Under the assumption that A 6= B we can simply go throughboth the bi- and trigram table once and calculate �hA;BiFLOfor all hA;Bi. A similar technique was applied in many im-plementations of [4] and elaborated in [7]. Furthermore thetrigram table can be calculated incrementally after a pairhA;Bi is joined from the trigram table for all trigrams that

contain hA;Bi. One small sacri�ce of this procedure is,that the bigram prediction of hA;Bi after hA;Bi is madeas p(hA;BijB). To show the principle we ignore the moretedious cases where we have to update n+; n0 or n1 and alsoignore the PwN(w) � log(N(w)� 1) term.We initialize�hA;BiFLO := �N(A;B) � log(N(A;B)� 1� b)For each trigram w1; w2; w3 in the corpus we have to addto �hw1;w2iFLO (and similarly �hw2;w3iFLO) the followingterms:1. New model, bigram hw1; w2i,w3:N(w1; w2; w3) � log(N(w1; w2; w3)� 1� b)2. New model, bigram w2,w3:�N(w2; w3) � log(�N(w2; w3)� 1� b)where �N(w2; w3) := N(w2; w3)�N(w1; w2; w3)3. Old model, bigram w2,w3:�N(w2; w3) � log(N(w2; w3)� 1� b)The leaving-one-out criterion does not dictate the phrase�nding procedure we described above. For the corpora weworked with, however, this technique was su�ciently fast. Aprocedure with possible applications to very large corporalike Wall Street Journal should not try to scan the wholecorpus for each phrase. In the spirit of the iterative markingfrequency [9] a framework, that scans the corpus less fre-quently, could look like:1. Find a potential large (ranked) list of candidate phrasesaccording to �hA;BiFLO or some other criterion.2. Calculate a bigram table of the corpus, where this listwas used to join basic units.3. Calculate �FLO for all splits of the phrases.4. Exclude those phrases that did not improve the perplex-ity and calculate a ranked list of the phrases accordingto �FLO. Goto 2 or 5.5. Use the list calculated in step 4 and join this list ofphrases in the corpus. Add this list to the already foundphrases. Make this corpus the current corpus and goto1 or STOP.The crucial point is the calculation of �FLO in step 3. Sincewe have to calculate �FLO for all possible ways of splittingthe phrase it is convenient to restrict ourselves to pairs ofword. The calculation can be done by just examining thebigram table in a fashion similar as shown above.
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class-based PPFigure 1: Perplexity results on Switchboard and Verbmobil: The two graphs show results using di�erent phrase�nding criteria on word and class-phrases for the Switchboard and Verbmobil corpora. The newly proposed PP comparesvery favorable. For the small Verbmobil corpus the class-phrases show a much smoother plot than the word-phrases.3. Data Driven Word Classi�cationThe words were classi�ed using unsupervised word classi�c-ation according to the bigram perplexity criterion [4]. Manyauthors either use a �xed number of classes as [4, 7] or letthe criterion decide, how many classes to choose. In the cur-rent formulation of [4], the model prior is a uniform distri-bution. We added a Gaussian prior on the number of classeswe found, since in most cases the optimal number of classesfor the trigram model is higher than the one chosen by theuniform prior. We also added a phase, that also allows twoclusters to be merged.4. M-gram Training and DecodingTo use the class-phrase model in the decoder we have to in-clude all phrases of words hw1; : : : ; wli, such that w1 is inclass c1, w2 is in class c2, etc. for all phrases hc1; : : : ; cli in theclass-phrase model to the decoder dictionary and languagemodel vocabulary. All word-phrases hw1; : : : ; wli, that be-long to hc1; : : : ; cli, belong to one class that could be denotedwith the label hc1; : : : ; cli. To train the class-phrase-trigrammodel we join all word-phrases that can be joined using theclass-phrases. One could then simply train a trigram modelon this corpus without classes, with the original classes, justwith the classes of phrases or with classes of words andphrases. In the calculation of the class based trigram modelone has to calculate p(wjc). For classes of phrases this quant-ity can either be estimated from the data directly or be calcu-lated as p(hw1; : : : ; wlijhc1; : : : ; cli) = p(w1jc1) � : : : � p(wljcl).A linear interpolation scheme could be used to combine thesedi�erent models. 5. ExperimentsWe will present experiments of the Switchboard and theVerbmobil corpus. The Switchboard corpus is a collectionof English spontaneous dialogs between 2 unknown partiesvia telephone with a pregiven topic out of a selection of 70

topics. The training corpus is roughly 2 million words long.The Verbmobil corpus we used for training contains 278.000words and is a collection of spontaneous German appoint-ment negotiations. Naturally one would expect the corpuswith less data, the Verbmobil corpus, to pro�t more fromclass based methods. Another expectation would be, that themore restricted domain, again Verbmobil, will pro�t morefrom phrase models than the less restricted one. In preex-periments only MI, BB, BP and their hybrid variants aswell as PP delivered competitive performance. To train thetrigram model we used an improved backo�-model [5].In �gure 1 the perplexity results on the Switchboard corpusare shown. As one can see, the perplexity criterion performsthe best among all criteria and for the BP criterion one canobserve, that using the hybrid model considerably restrictsthe problems of the original criterion. The class-based PPmodel shows, that the introduction of classes does not changethe shape of the curve and preserves the advantages of theclass based model. Not shown in �gure 1 is an interpola-tion experiment, where the class-based class-phrase modelis interpolated with the corresponding class-phrase trigrammodel without classes. Interpolating a class-based and a non-class-based model without phrases, which themselves haveperplexities of 79:38 resp. 78:98, yields a model with a per-plexity of 77:61. The perplexity of the class-phrase model hadbeen reduced by interpolating with a model without classesfrom 78:01 to 76:81. However, we achieved roughly the sameperformance using a model based on word-phrases using aclass-based trigram model (class-based word-phrase model).For the Verbmobil corpus we found no signi�cant improve-ment from interpolating class-based and non-class-basedmodels. However, the class based model is far better thanthe standard model and it would therefore be very favorableto use this in conjunction with the phrase model. The qual-itative result, that the PP criterion is superior to the othermodels in terms of perplexity, is showing again. In �gure 2the �rst 50 word-phrases found in the Verbmobil corpus can



be seen. On Verbmobil we were also able to improve theword accuracy of the decoder: The standard trigram modelachieves 70:5%, the phrase model without classes achieves71:4% and the class-based trigram model without phrasesachieves 71:5%. If we use a class-based word-phrase trigrammodel we achieve a word accuracy of 72:1%. However wehave not been able to produce good word accuracy resultsfor a class-phrase model on the Verbmobil corpus. One vari-ation we tested was using a small but accurate set of wordclasses. These automatically derived classes encoded days ofthe week, months, ordinal numbers, morning/afternoon,two variations of before and two noise words. The onlyclass-phrases containing non-single word classes were of thetypes monday the and eightteenth and. This type ofphrases was not found in the word-phrases at all.hab' ich bin ich Name ist w"urd' ich mit Ihnen bis zumbei Ihnen in der wir uns E R wir das Ihnen dasich w"urde kann ich halten Sie wir k"onnten hier istlassen Sie sagen wir L E den ganzen wir 's N I h"att' ichhabe ich w"ar' 's da bei Ihnen mir aus neun biswir m"ussen h"atte ich wir k"onnen h"atten SieU E tre�en wir uns E H tre�en uns T N wir solltenvierzehn bis Sie mir es geht ich Sie ein un' f"ur michich k"onnte A L w"urde ich mu"s ich f"ur einFigure 2: Word-phrases in Verbmobil: The �rst 50phrases found in the Verbmobil corpus according to the PPcriterion are shown. The vocabulary of the Verbmobil cor-pus itself contains some phrases such as Acht-Uhr-Termin(eight o'clock appointment) and herzlichen Dank (thanksa lot).6. Conclusion and Future ResearchWe have shown that the leaving-one-out bigram perplexitycriterion is e�ective in reducing the perplexity and superiorto other criteria proposed so far and we have shown an e�ect-ive procedure to calculate it. Using this we can turn improve-ments in perplexity into improvements in word accuracy onthe Verbmobil corpus. The combination of class-based andphrase models has proven to combine well. However we havefound only little evidence that searching for class-phrases in-stead of word-phrases is helpful in terms of perplexity andwe haven't been able to achieve good word accuracy resultswith this model. We have also seen, that the class-phrasesare not just a smoothing technique to �nd all importantword-phrases but rather �nd di�erent phrases. In similar ex-periments we have applied word-phrase models on a corpusof spontaneous Spanish appointment negotiations and foundsimilar perplexity and word accuracy results for the word-phrase model. We have investigated the use of word-phraseand class-phrase models for the Switchboard corpus as well,however a similar reduction in perplexity could not be turnedinto word accuracy improvements. The main reason for thismight be found in the higher regularity of the Verbmobil taskand the lower word accuracy rates of current Switchboardspeech decoders.
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