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Abstract. Acquiring knowledge about persons is a key functionality for
humanoid robots. In a natural environment, the robot not only interacts
with different people who he recognizes and who he knows. He will also
have to interact with unknown persons, and by acquiring information
about them, the robot can memorize these persons and provide extended
personalized services. Today, researchers build systems to recognize a
person’s face, voice and other features. Most of them depend on pre-
collected data. We think that with the given technology it is about time
to build a system that collects data autonomously and thus gets to know
and learns to recognize persons completely on its own.

This paper describes the integration of different perceptual and dialog
components and their individual functionality to build a robot that can
contact persons, learns their names, and learns to recognize them in
future encounters.

1 Introduction

Recognizing and memorizing other people is an important part of human-human
communication. A humanoid robot, if equipped with such functionality, can offer
more natural ways of communication and provides a basis to provide personal-
ized services. Today, systems exist that can recognize a person’s face, voice or
identify persons using other biometric features. In addition, speech recognition
and dialog management supply robots with a natural way of communication.
We think that with the given technology it is about time to build a system that
collects data autonomously and thus gets to know and learns to recognize per-
sons completely on its own. The task of the robot is to meet persons that walk
by the system, to establish contact and to find out some information about the
person. Using speech recognition, the robot can understand a person’s name and
learns previously unknown names. The system stores information about these
encounters and recognizes the person the next time with a face-ID recognizer.
To our knowledge, such a system has not been presented before.

C. Freksa, M. Kohlhase, and K. Schill (Eds.): KI 2006, LNATI 4314, pp. 302 2007.
© Springer-Verlag Berlin Heidelberg 2007



A Robot Learns to Know People—First Contacts of a Robot 303

In this paper we present such a system by describing its architecture, its
major components, and first experiments with parts of the system. Techniques
that are integrated in the system are speech recognition, unknown word de-
tection, phoneme recognition, spelling, extensible grammars, multimodal dialog
management, visual person detection, face detection, face-ID and recognition.
We describe the system in two main parts. First, we describe experiments to
obtain attention from a person and to maximize success rates in initiating a
dialog. Learning mechanisms were applied to classify the intention of the user
and to choose actions by the system to obtain attention. We present results of
this experiment in the next section. Second, we describe the components and
their integration to conduct a dialog with the person during which the system
learns the person’s name and face-id. The main components that are employed
are speech recognition with unknown-word-detection (OOV), face recognition
(face-ID) and multimodal dialog management. The components are described
and evaluated separately.

The long-term vision of the system is a robot that can patrol the entrance
area of a building or a corridor and get in touch with previously unknown people
completely on his own. The field of related work is broad due to its interdis-
ciplinary nature. Recently, several robotic systems and humanoid robots that
interact with humans have been developed. Our system, as a robot, is broadly
related to the field of social robotics [1,2], especially given its style of interaction
and the scenario of its employment. An interactive and self controlled robot for
example is Lewis [3], a robot with the task to take pictures of groups of persons,
visually triggered by certain regions of interest. In our task, the system tracks
(moving) persons with whom the robot wants to interact, which relates to visual
tracking e.g. [4], but also multimodal tracking e.g. [5] is helps finding the right
conversation partner. The following section, where we describe experiments to
obtain attention and to initiate a dialog with persons, also relates to studies on
engagement [6] in Human-Robot interaction.

Besides controlling a robot that interacts with people, the second great chal-
lenge is to conduct a dialog with the person to learn the person’s name. Some
work exists that describe language learning and learning of words on a multi-
modal basis. Dusan and Flanagan describe a system for learning words and their
meaning in a multimodal setting [7,8]. [9] describes understanding and ground-
ing of new words in situated dialog. Other work focuses on understanding new
words, which is a speech recognition task. Chung et al. [10] combine phoneme
recognition of spoken input to obtain phonetic representation of names with
telephone keypad input to obtain textual representation of names. Even if the
name is known but a very large vocabulary list is used, special attention is re-
quired. Chung et al. [11] describe a system with a dynamic vocabulary that can
be updated according to the given context. The approach from Scharenborg and
Seneff [12] runs multiple recognition passes on speech input, with a phone-based
OOV word-model in the first step, which is used to constrain the vocabulary in
the second step that best matches the resulting phone graph. More related work
on unknown words is described in section 3.3.
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The paper is organized as follows. Section 2 describes experiments with proac-
tive behavior to obtain the user’s attention and initiate a dialog. Section 3
describes the system architecture, the dialog manager, speech recognition and
vision. Section 4 concludes the paper and gives an outlook to future work.

2 Obtaining Attention and Initiating Dialogs

A pretest with the system was conducted to evaluate if and how well the robot
can obtain the attention of persons passing by, and then initiate a dialog with
that person. We furthermore wanted to see which actions of the robot are most
important to obtain attention. For the experiment we first recorded and labeled
a series of persons passing by the robot, and a series of persons that were told to
walk towards the robot. Second, we trained a classifier to classify the person’s
‘interest’ in the system. Finally, we evaluated the success rate of the system to
initiate a dialog with interested persons.

For this purpose, we placed the robot in the corridor of our research institute
and observed the behavior of people passing by. Each person was then inter-
viewed about the robots behavior and his/her own interest in the system and
how much attention was spent to the system when walking by. During each iter-
ation, the robot chose a single action or a combination of the following actions:
head movement (turn the head towards the person), play sounds, spoken output.
Spoken output was ”Hello! Please come closer!” and ”Please use the Headset to
say Hello!”. The success of initiating a dialog was later measured by how many
people took the headset to talk to the robot. Figure 1 shows a picture of the
robot waiting for persons.

The baseline for attention was estimated by interviewing six persons that have
never been in the building before. They were sent to an office at the other end
of the corridor and had to pass by the robot, which didn’t show any behavior.
When they arrived at the office they were interviewed how they had perceived
the robot. It was interesting to hear that only one person had even noticed that
there was a robot. Afterward, ten more people passed by the robot, in this case
the robot reacted by playing a moderate honking sound. Four persons didn’t
notice the sound, six persons noticed the sound, three of them also interpreted
the sound as a reaction of the robot. The baseline can be used to compare
the following set of artificial experiments, where persons walked intentionally
past the robot to judge its actions with this set of ”uninformed” persons. It also
shows that the robot itself is not eye-catching at all, and thus the robot’s actions
become more important to establish a dialog.

In a second experiment, we instructed eleven persons to walk by the robot
and judge its actions. Each user had to do this five times, each iteration with
different combination of actions. Table 1 shows the results of the experiment. The
evaluated categories are ’eye-catching’ (does the action influence my attention?)
and ’suitable’ (do you feel you should start a dialog with the system?). The values
for eye-catching are scaled to 0 (no influence), 1 (medium), 2 (annoying). The
values for ’suitable’ are scaled to -1 (not suitable), 0 (a little bit), 1 (yes). The
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Fig. 1. A picture of the robot, waiting for persons to interact with

Table 1. Evaluation of different system actions

action eye-catching|suitable
play sound 0.9 -0.3
turn head 0.9 -0.3
say ’hello’ 0.9 0.8
play sound then say ’hello’|0.9 0.3
turn head then say ’hello’ 1.0 0.9

experiment shows that playing a simple sound is already judged as eye-catching.
It should be noted that turning the head also makes some noise induced by
the pan-tilt unit. Turning the head offers no increase in attention over playing a
simple sound, but leads to the highest attention rate and suitability for initiating
a dialog when combined with speech.

The final experiment combines actions to obtain the user’s attention and
actions to initiate a dialog with an interest classifier. The classifier was trained
only on 3D tracking data from the robot’s stereo camera. This differs from
other work that use a laser scanner to determine the position of persons, and
vision-based face tracking doesn’t seem to achieve the same reliability. Interest
classification thus had to be made robust against recognition and tracking errors.
We trained a multi-layer perceptron (MLP) with two hidden layers to classify '0’
(not interested) or ’1’ (interested). The input features that led to the best results
are (i) distance between person and robot (ii) angle between straight robot view
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(straight ahead) and person (iii) walking speed of person (iv) angle between
person’s walking direction and robot. The MLP was trained on 1000 samples of
the (partly) noisy input data that was provided by the person tracker and hand-
labeled interested /not-interested tags. The error rate was on average 14.6% on
unseen data, averaged over five runs with different clustering of training, cross-
evaluation and test-sets.

The final evaluation then aims to evaluate how well the robot was able to
initiate a dialog. It was conducted in 100 attempts distributed over five persons.
The experiment was artificial in a way that the persons redid the same exper-
iment a couple of times and decided for themselves if they would interact with
the robot. The absolute numbers are thus subjective to the willingness of the
persons to interact with the robot. The system chose among four modes. All
four modes use different actions to obtain the person’s attention, but share the
same spoken output once the person is recognized to be ’interested’. In the first
and second mode, the system first plays a sound when detecting the person and
moves the head towards the person. In the second mode the state transitions
don’t rely on a single continuous tracking in contrary to the first mode. In the
third mode, the system first plays a sound when detecting the person, moves the
head towards the person and then follows the person with the head, and also
doesn’t rely on a single continuous tracking. In the fourth mode, the system only
plays a sound when detecting the person, and requires a continuous track again.
In all modes, the system says ”hello, please come closer!” when the user is inter-
ested and then "use the headset to say hello” when the user remains interested
to start a dialog.

During some of the iterations the users could not be tracked correctly, e.g.
due to changing light conditions. When the system failed to track the user no
interaction could be initiated. Table 2 (left columns) shows for each user first
the tracker-recognition rate and second the success rate to start a dialog. The
table shows a dependency of recognition rate to success rate, but also different
behavior by different users. Evaluated on a per system-action modes base 2
(right columns), the results show a smoother distribution of the success rates. It
also shows that the modes that were more forgiving regarding the person tracks
received higher success rates. Figure 2 shows a series of pictures taken by the
robot camera during a single interaction.

Table 2. Evaluation of the success rates per user (left three columns), and evaluation
of the success rates per mode (right three columns)

person no.|recognition rate|success rate|{mode no.|recognition rate|success rate

1 80% 35% 1 6% 42%
2 100% 85% 2 80% 55%
3 60% 30% 3 76% 58%
4 70% 15% 4 96% 45%
5 100% 50%
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Fig. 2. Series of pictures taken by the robot camera during a single interaction

Tracking of persons was realized with a state-of-the art multi-person tracker
developed within the CHIL-project!. It uses single 2D-images to detect face-
candidates with a haar-cascade based face-detector. 3D-information is obtained
for each face-candidate by using disparity information from matching the left
and right camera images, including a size estimation for head candidates. More
details on the implementation can be found in [13].

3 Recognizing Persons and Names

After initiating a dialog, it is the task of the system to identify the person using
snapshots of the person’s face and speech input to understand the person’s name.
To facilitate this task we use a face tracker and keep the person to communicate
with in the field of view. A face-ID recognizer computes hypotheses of all snapshots
and recognizes either a known or an unknown person. The spoken dialog part is
then to ask for the unknown person’s name or confirm the name of a known person.

Information about persons, i.e. video snapshots, pictures, voice input, their
ID, their names as string and phonetic representation, and information about
their latest interactions are stored in a MYSQL database. This database is filled
during interaction and is used by the face-ID recognizer to build a model of
known persons. It is also used by the speech recognizer and the dialog manager,
which read names and their phonetic representations to create grammars for
speech recognition, understanding and spoken output.

Y http://chil.server. de
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3.1 Face Recognition

Face recognition first tries to determine whether the person in question is known
to the system or not. If the person hasn’t been stored in the database yet, the
robot asks his/her name to enroll the person’s face images to the face database
labeled with his/her person name.

The face recognition system uses a face sequence, which is provided by a face
tracker module, as input. It processes the frames to locate the eyes and then
aligns the face images according to the eye center coordinates. The features that
will be used for classification purposes are extracted from each face image by
using a local appearance-based face recognition approach [14]. In this feature
extraction approach, the input face image is divided into 8x8 pixel blocks, and
on each block discrete cosine transform (DCT) is performed. The most relevant
DCT features are extracted using the zig-zag scan and the obtained features
are fused either at the feature level or at the decision level for face recognition
[14]. The approach is extensively tested on the publicly available face databases
and compared with the other well known face recognition approaches. The ex-
perimental results showed that the proposed local appearance based approach
performs significantly better than the traditional face recognition approaches.
Moreover, this approach is tested on face recognition grand challenge (FRGC)
version 1 data set for face verification [15], and a recent version of it is tested
on FRGC version 2 data set for face recognition [16]. In both tasks the sys-
tem provided better and more stable results than the baseline face recognition
system. For example, in the conducted experiments on the FRGC version 2
data set, 96.8% correct recognition rate is obtained under controlled conditions
and 80.5% correct recognition rate is obtained under uncontrolled conditions. In
these experiments, there are 120 individuals in the database and each individual
has ten training and testing images. There is a time gap of approximately +six
months between the capturing time of the training and the test set images. The
approach is also tested under video-based face recognition evaluations and again
provided better results [17,18]. For details please see [14,15,16,17,18].

After extracting the feature vectors from each face image in the sequence,
they are compared with the ones in the database using a nearest neighborhood
classifier. Each frame’s distance scores are normalized with Min-Max normaliza-
tion method [19], and then these scores are fused over the sequence using the
sum rule [20]. The obtained highest match score is compared with a threshold
value to determine whether the person is known or unknown. If the similarity
score is above the threshold, the identity of the person is assigned with that of
the closest match. If the similarity match score is below the threshold, then the
person is classified as unknown. In this case, the robot asks for person’s name
and saves his/her face images to the database.

3.2 System Integration and Dialog Components

The dialog implementation is based on the Tapas dialog manager [21,22]. It uses a
language and domain independent dialogue engine with discourse representation
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and goal-based dialogue strategies. The dialogue engine follows the Ariadne di-
alogue manager [23].

In our communication centered scenario, the dialogue manager is the main
component to decide which actions to take. Its dialog strategy defines which
information to request or which actions the system should take. The dialogue
manager also comprises interpretation of multimodal input and is responsible
for storing information in the database. All components communicate over a
message-based architecture. Figure 3 shows a diagram visualizing the integration
of the recognition and understanding components into the dialogue system. The
speech recognizer sends an n-best list of parse trees to the NLU-component that
converts the parse trees to semantics, formulated as typed feature structures
(TFS). The input TFS is converted and interpreted in the dialogue context
and finally updates the discourse. Typed feature structures (TFS) also represent
referenced database objects and user model data.

The dialogue engine’s strategy matches discourse states to dialogue goals, each
layer in the discourse corresponds to an unfinished dialog goal.

All semantic concepts that are used to represent user input and discourse rep-
resentations are defined in an ontology which provides inheritance information
and relations between concepts. The dialogue engine is language and domain in-
dependent. Language specific parts are semantic grammars for natural language
understanding and generation templates for spoken output. Grammar resources
for input understanding are an extension to JSGF grammars that are extended
with inheritance rules and semantic construction rules. The grammars are shared
by the dialogue manager’s NLU parts and the speech recognizer.

For speech recognition we use the Janus speech recognizer (JRTK)[24] with
the Ibis single-pass decoder[25]. Ibis allows to decode with context-free gram-
mars (CFGs) instead of statistical n-gram language models, and offers a tighter
integration of the dialogue manager and Janus by being able to weight grammar
rules depending on the dialogue context [26].

Diseourse

Face-1ID

s T = P | i i
Recogmtion = CGrapunar (<= Database
Granumnars Resources & Objects |

Fig. 3. Flow diagram visualizing the integration of recognition and understanding com-
ponents, as well as face-ID into the dialogue system
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To be able to operate in dynamic environments, i.e. especially to be able to
update and understand new names, the system ontology and grammars need to
be updated during runtime. In our system, we store person information such as
names in an external database. The database information is used by dynamic
(grammar) nodes that generate grammar parts from database information, and
are update during runtime [27]. These nodes implement a caching mechanism
and can be updated from the database when necessary, e.g. when new user names
are added.

The following example shows a spoken interaction between the system and a
user (table 3). The dialog shows a simple interaction where a person is asked
for his name. In case of an unknown name, the system asks a second time to
get a better phoneme hypothesis and then asks for the spelling. In the scenario
shown here, the dialog manager doesn’t try to confirm the spelling. In contrast,
the strategy doesn’t need to rely on the correct spelling (letters) but uses in the
first place a phonetic description, respectively a joint hypothesis as described in
section 3.3 that can be used to recognize the name again the next time.

Table 3. A typical dialog with the system

System|Hi, please tell me your name

User |My name is Stephan

System|Can you please repeat this?

User |I Said, my name is Stephan

System|I haven’t heard this name before, please spell it.
User |[STEPHAN

System|Thank you. I will recognize you next time.

3.3 OOV Recognition

The above section describes how information about a person and especially the
name, can be updated in the system to be recognized with the next input.
However, to recognize a new name for the first time (i.e. previously unknown
name of a person) a different approach has to be taken. Firstly, the speech
recognizer needs to detect that the user has spoken a word which is not covered
by the grammar at this point and also not in the vocabulary. This is called
unknown-word or out-of-vocabulary (OOV) detection [28,29].

The Hidden Markov Model framework is currently the state of the art in
speech recognition. In this framework, the possible output is constrained to the
search vocabulary of the recognizer. The search vocabulary usually consists of
words with some additional words to cover also acoustic events like hesitations
(aem), lip-smack, silence and general noise events. For English we use the simple
definition of a word as everything that is written between two blanks. Therefore
if a word is spoken that is not in the search vocabulary the recognizer cannot
hypothesize it. Actually, the recognizer usual comes up with one or more words
that are the closest match to the spoken word. Because the recognizer combines
an acoustic model and a language model, in general the words of the closest
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match do not always sound similar to what was said, or otherwise sounds similar
but doesn’t fit in the context, or even a combination of both. Hetherington [30]
found that in English on average the number of errors a speech recognizer makes
per OOV word is larger than one (1.5 - 1.8).

The standard approach to address the Out Of Vocabulary (OOV) problem is
to increase the vocabulary size until the average number of OOV words becomes
small and the effect on the word error rate becomes small. However, the word
error rate does not measure the importance of words and it is obvious that
names are very important. If they are missing, it is very hard to understand
what is going on. If we would know all names we need in advance this would
be nice, but this is in general not the case. Unfortunately, adding all names
we know to the search vocabulary can harm the recognition also by increasing
the acoustic confusability or because of the low probability of the names, they
are still misrecognized. Nevertheless, most important, we just do not know all
names that can come up, especially if we think about names that do not exist
yet. Therefore we need a dynamic way to extend the vocabulary on demand.

With our approach, the model is extended with special words’ that represent
any unknown sets of words. In a dialog, missing information is acquired and the
search vocabulary and language model - here a CFG-grammar - is updated.

Similar to the pioneer work by Asadi [31] who was the first to address the
OOV problem in speech recognition, the possible location for OOV words is
constrained by a grammar. He investigated two extensions of the recognition
model to cover the acoustics of an unknown ship-name, a simple (flat-) acoustic
model that is trained on multiple phonemes at the same time and duplicated
this model to achieve a minimum length constrained. His findings inspired many
researchers to find good acoustic models, and is still the prototype of the current
state of the art.

The main goal is to extend the acoustic recognition model with generic words,
which give a lower probability compared to the correct word model if the word
is known, but are preferred if the word is unknown. In our approach we use
Head-Tail-Models (HT-Models) [29] which are a combination of the same pre-
cise acoustic models that is used to model the context dependent phonemes of
the known words and a generic phoneme model that is trained with multiple
phonemes similar to the flat model of Asadi. In [28] this approach was advanced
to define the head part of the HT-Models based on the search vocabulary of the
recognizer. This has lead to vocabulary optimized HT-Models that also fit very
well in a phonetic prefix tree or other search graph structure.

The basic idea of the HT-Models is that it is not possible to decide already
after the first phonemes if a word is out of vocabulary because usually the prefix
is shared by many known words. Therefore, the head part of the model has the
task to compete with the known words until the OOV word starts to diverge
from all known words, in which the average likelihood of the exact models gets
worse.

If the hypothesis of the speech recognizer indicates the presence of an unknown
word, this triggers a dialog with the user to verify and learn the new word.
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To add a new word, it has to be included in the search vocabulary and the
language model. To extend the search vocabulary, we need a phonetic description
of the new word that represents the pronunciation. For the robot domain, this
pronunciation usually serves two purposes. One is to allow the pronunciation of
the word, e.g. if it is a name, to address a person and therefore it requires a high
quality for speech synthesis. The other purpose is to describe the word close
enough, that it is not confused with other known words and can be recognized
later again. However, for this purpose the chosen phoneme sequence can be less
than perfect. There are two sources from which a phoneme sequence can be
derived, from a spoken version of the word and from the written form using
grapheme to phoneme rules. To get the written form of the name to learn the
robot asks the user to spell it. The recognition accuracy for this task is about
90% using a statistical N-Gram model allowing only letters and some human
noises. On average, 60% of spelled words have no error, which is comparable
to the performance from Hild without vocabulary constrained [32]. Therefore,
it is useful to use the top N hypotheses to generate pronunciations. However,
generating phoneme sequences for names from graphemes is difficult, especially
if the names also come from different languages. In addition, each written form
can generate more than one possible pronunciation. So it is necessary to select a
small set of pronunciations that is closes to the spoken form. This can be done
by using the original utterance to cross-validate. If a reasonable pronunciation
was generated by the speech recognizer it replaces the OOV-symbol after the
hypothesis is redecoded.

We use the same approach to find a good phoneme sequence, by asking the user
to say the word again and do phoneme recognition. The phoneme recognition
accuracy is about 65%. Therefore the phoneme recognizer also creates an n-
best list of phoneme sequences which are merged with the list generated by the
spelling recognizer. Actually, the cross-validation is performed on the merged
set. The pronunciation that wins is used to extend the speech recognizer. If
the winning pronunciation was generated by grapheme to phoneme, then the
attached grapheme sequence is used, otherwise the first best grapheme sequence.
If none of the learned pronunciations appear in the redecoded utterance, this
indicates that the found phoneme sequences do not generalize well and therefore
are not suitable for recognition. This allows to ask the user for more help until
the name is learned or to give up learning the name.

3.4 The Dialog Manager

The dialog manager is based on the Tapas dialog framework [21,22] which is
described briefly above. Here, we want to describe the extensions that were
made to the framework to handle special requirements of the given task. We
use most of its existing functionality, such as language understanding, discourse
modeling, and knowledge representation, but implemented new dialog strategies
that lead in the direction of better social communication. Also the abilities to
handle multimodal information [33,27] was extended to handle new types of
visual perception with communicative meaning.
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The dialog manager uses a short-term memory for ’active’ information and
a database that represents long-term memory, similar to Kawamura et al. [34].
In addition, we maintain a standard discourse model to represent communica-
tive information. The short term memory is organized in chunks that contain
semantic information, which is, like all other semantic data structures in our
system, represented by typed feature structures (TFS). One part of the short-
term memory is a user (focus) model that represents information about cur-
rently available communication partner(s). The user model collects information
from different modalities about the user. The collected information is compared
against database entries where the information either matches a single person,
a set of persons, or allows creating a new entry.

The dialog manager applies a method that we call behavior selection. Each
behavior defines a specific operation mode, and defines how the dialog manager
interprets incoming events, how information is interpreted in the discourse, and
which actions are taken by the strategy. In the given task we have found the
following four states: idle, obtain attention, initiate conversation, conduct dialog.
The full state-transition model is shown in figure 4. The state model contains
a number of 'hard-coded’ transitions. These are the transitions to idle if the
system recognizes that the user leaves the conversation or after a timeout where
no communication happens. The other transitions are defined from any state
(i.e. idle, obtain attention and initiate conversation) to ’dialog’, if the user has
picked up conversation with the system. The remaining transitions are defined
by the classifier and selection mechanism described in section 2. The behavior
model also provides a basis for further extending the transitions influenced by
motivations and drives.

) il -
idle | | obtain
! | attention |
d = n“- o = b
<
il !
. » —F
[ initiate :
dialog
| convers. | :
b e S

Fig. 4. State model with full transitions

4 Conclusions and Future Work

4.1 Conclusions

We have presented a first approach for a robot that learns to known persons
completely on its own. The main challenges addressed are obtaining attention
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from the person, initiating a dialog, understanding new names input, building
a face-ID database and recognizing persons, integration and decision-taking in
dialog. The first experiments conducted show that such a system is possible with
current technology, and motivate further development.

We have presented experiments on proactive behavior to obtain the user’s
attention and to initiate a dialog, so the robot doesn’t need to wait for a person to
initiate the dialog. During these experiments the robot has learned a behavior to
obtain the attention and interest of persons walking by, without molesting other
people, and a successive series of actions to initiate a dialog with interested
persons.

We have further presented our speech recognizer with OOV recognition capa-
bilities, as well as phoneme recognition and word spelling, and the integration
of the face-ID recognizer as the main component for recognizing known and un-
known persons prior to initiating a dialog. The dialog manager combines and
coordinates the different components within the system. The different compo-
nents have been evaluated individually, future experiments will show how the
system operates in a real-world environment.

4.2 Future Works

In the future we plan to conduct further experiments with the fully integrated
system, and evaluate the system in different environments and on different robots
(especially our SEFB588-robot Armar IIT) in out-of-the-lab scenarios. Further im-
provement is necessary for robust processing of the persons IDs - both vision and
speech recognition can produce errors, so the database might contain different
IDs for same person, or a mixture of different persons with the same ID. During
the previous experiments, the system did not distinguish which persons to talk
to. Selective dialogs will help in the future to remove this fortuity and to solve
these errors by explicitly talking to specific persons. Furthermore, robustness is-
sues and more elaborate methods to obtain better spelling - letters or phonemes -
will be considered. The approach further motivates to obtain other personal
information from the communication partners that exceed the name-only task.
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