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Abstract

In this paper, we present a system for simultaneous
tracking of multiple persons in a smartroom using multi-
ple cameras. Robust person tracks are created, continu-
ously adapted, and deleted by fusing cues from foreground
segmentation maps and various appearance-based object
detectors. Tracking is performed using color histograms
which are automatically filtered and adaptated based on lo-
cal image characteristics. Tracks from the various 2D views
are merged to 3D position estimates by an intelligent fu-
sion algorithm based on triangulation error reduction. The
approach allows to robustly track moving, standing or sit-
ting persons in cluttered environments and to successfully
recover lost tracks at any point in the room. We also intro-
duce a new set of metrics to measure multiple object track-
ing performance. Our system reaches a high tracking accu-
racy with average position errors of less than 17cm.

1. Introduction and Related Work

One of the major problems faced by indoor tracking
systems is the lack of reliable features that allow to keep
track of persons in natural, evolving and unconstrained sce-
narios. The most popular features in use are color fea-
tures and foreground segmentation or movement features
[2, 3, 4, 7, 8, 15], each with their advantages and drawbacks.
Doing e.g. blob tracking on background subtraction maps is
error-prone, as it requires a clean background and assumes
only persons are moving. In real environments, the fore-
ground blobs are often fragmented or merged with others,
they depict only parts of occluded persons or are produced
by shadows or displaced objects. When using color infor-
mation to track people, the problem is to create appropriate
color histograms or models. Generic color models are usu-
ally sensitive and environment-specific [5]. If no generic
model is used, one must at some point decide which pix-
els in the image belong to a person to initialize a dedicated
color histogram [4]. Moreover, the color model needs to be
adapted regularly as the person’s color varies with environ-
mental conditions [8]. Assuming a manual segmentation of

the body region is available, very robust color tracks can be
achieved. But this is not practical for online systems, which
is why many approaches rely on a semi-automatic initializa-
tion in special creation areas, or on the contours found by
foreground segmenters [13, 15]. This, however, requires the
cooperation of the users and/or a clean and relatively static
background.

Here, we propose to use appearance based detectors for
body regions to give initial hints for a person’s location in
the image. In combination with foreground segmentation
maps, precise color histograms can be created and main-
tained, which allow for robust tracking.
Another aspect of the problem, when adressing dynamic
scenarios with multiple freely moving people, is to estimate
the number of people, to initiate the right number of tracks
and maintain them through occlusion, and to avoid switch-
ing them when they overlap. Many approaches tackle this
problem for single-view setups [1, 2, 7, 13]. Haritaoglu et
al. [7] use temporal templates to recover tracks after an
overlap. Tao et al. [13] use a particle filter approach to es-
timate optimal configurations of people to match the obser-
vation. Few approaches actually use multiple synchronized
cameras to observe real 3D positions [4]. The here pre-
sented system relies on wide baseline views to achieve 3D
tracking. It tackles the problem in two stages. It first real-
izes a robust tracking of entities in 2D views, and then uses
the information about relative camera positions to derive
3D estimates, to solve issues relating to occlusion and over-
lap, and to cross-validate 2D tracks in the different camera
views. It makes no assumptions about the environment, e.g.
no special creation or deletion zones, about the consistency
of a person’s appearance, and constantly verifies the validity
of its tracks, thus recovering from tracking errors automati-
cally.

2. Multi-View Person Tracking System

The developed system is a 3D point tracker designed
to track multiple persons using a variable number of fixed
cameras installed at the room corners. It tracks up to three
different body regions for each person on each camera im-
age, using color histogram models. Hints from several types
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of object detectors trained to recognize different body parts,
as well as features gained from foreground segmentation
maps are used to select appropriate pixels in the images
and initialize robust color histograms for tracking. The in-
formation from several cameras is then fused to produce
3D hypotheses of the persons’ positions. The fusion algo-
rithm uses the multiple views to robustly handle occlusion
or overlap, to recover lost tracks or to recognize and delete
erroneous tracks. In the following, a detailed explanation of
the system’s components is given.

2.1 Classifier Cascades and Foreground
Segmentation

As discussed above, an important step for correct ini-
tialization of person color models is recognizing when and
where a person appears in the image. To achieve this, a
set of appearance-based object detectors is used to scan im-
age regions of interest. These detectors are classifier cas-
cades that build on haar-like features, as decribed in [9, 14].
For our implementation, the cascades were taken from the
OpenCV [16] library. They are trained on a wide variety of
example images and are not specific to the conditions of our
smartroom. Experiments were conducted with three types
of cascades: One to recognize whole silhouettes of stand-
ing persons (full body), one to recognize the upper body
region of standing or sitting persons (upper body), and one
to recognize frontal faces (faceA). Additionally, a second
face cascade (faceB), trained specifically on images from
our smartroom was used for comparison. Using these detec-
tors, the image is scanned at different scales and bounding
rectangles are obtained for regions likely to contain a body
part (see Fig. 1(a)). By using such detectors, we avoid the
drawbacks of manually defined creation/deletion zones and
are able to initialize or recover a track at any place in the
room.

The classifier cascades can produce false detections, and
they do not deliver the exact bounding contours of per-
sons.This is why an additional preprocessing step is taken:
The image is segmented into foreground regions by using
an adaptive background model, and only detection hits on
foreground regions are considered valid. This combined ap-
proach offers two advantages: The cascades, on one hand,
increase robustness to segmentation errors, as foreground
regions not belonging to persons, such as moved chairs,
doors, shadows, etc, are ignored. The foreground segments,
on the other hand, help to decide which of the pixels inside
a detected rectangle belong to a person, and which to the
background. Knowing exactly which pixels belong to the
detected person is useful to create accurate color histograms
and improve color tracking performance.

2.2 Color Histogram Tracking

Whenever an object detector has found an upper body,
full body or face in the image, a color histogram of the re-
spective person region is constructed from the foreground
pixels belonging to that region, and a track is initialized.

The actual tracking is done in HSV color space by apply-
ing the meanshift algorithm [6] on histogram backprojec-
tion images.

As the person silhouette may well include colors also
present in the surrounding background, the constructed his-
togram model H needs to be filtered to increase its discrim-
inative properties. After normalization, we have H(x) =
P (x|Person). By applying Bayes’ rule, we can obtain the

likelihood ratio
P (Person|x)

P (¬Person|x) ∼ P (x|Person)
P (x|¬Person) = H(x)

HN (x) ,

with HN a histogram modeling non-person colors. This
shows that to achieve accurate tracking, we need to divide
H by an appropriately chosen background histogram.

For the dividing histogram HN , several variants can
be used: the overall background histogram (as in [10]),
the histogram of the region immediately surrounding the
person (as in e.g. [11]), and other similar variants (see
Fig. 1). The best choice strongly depends on the local
image conditions at the time of initialization and is made
at runtime by our system: For each resulting filtered
histogram, the corresponding backprojection image is
quickly scanned by a few steps of the meanshift algorithm
and the choice which best keeps the track centered around
the initially detected body region is adopted.

To further ensure consistent tracking, the color histogram
for a track is adapted every time a classifier cascade pro-
duces a valid detection hit on that track. This also serves
as confirmation that the track still represents a person. The
adapted histogram is obtained by a weighted combination of
the old and new values: Ha = (1 − α)Hold + αHnew. Ha

is however only used if it represents an improvement over
Hold. This is done by judging the discriminative properties
of the resulting backprojection maps. Only if the likelihood
ratio of pixels inside the detection rectangle to pixels inside
the region immediately surrounding it is greater for Ha than
for Hold, the adaptation is made.

Tracks that are not confirmed by a detection hit for a
certain period of time are deleted, as they are most likely
erroneous.

2.3 Combining Multiple 2D Body Region
Tracks

For each upper/full body or face track, the actual body
center of the corresponding person in the image is esti-
mated. If only one type of track is availabe, this point
serves as 2D hypothesis for the person position. If however
many types of tracks (e.g. an upper body and a face track)
are available for the same person, a more robust, combined
hypothesis is produced. We recognize that different tracks
belong to the same person by thresholding the distance be-
tween the corresponding body centers. If it is small enough,
the tracks are associated. On the other hand, if it becomes
too large, it is a sign that an error occured (either one of the
tracks is erroneous, or tracks belonging to two different per-
sons were wrongfully matched), and the tracks are deleted.
New detector hits must then reinitialize the tracking of those
body parts. Tracking up to three different body regions for
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(a) Detected body regions (b) Foreground map

(c) Hist. Backproj. (d) DIV Background

(e) DIV Background2 (f) DIV Border*Backg

(g) DIV Border*Backg2 (h) Tracker output

Figure 1. Color histogram creation, filtering
and tracking. a) Face, upper and full body
detections (rectangles) in one camera view. b)
Foreground segmentation (in white). Only
foreground pixels inside the rectangles are
used. c) Histogram backprojection for the up-
per body track of the leftmost person. d), e), f)
and g) Effects of different types of histogram
division. Background: Overall background his-
togram. Border: Histogram of the background
region immediately surrounding the detected
rectangle. h) Tracker output as seen from an-
other view

a person increases robustness against occlusions, lighting
variations, and other tracking errors.

2.4 Fusion and Generation of 3D Hy-
potheses

The 2D hypotheses produced for every camera view are
triangulated by an intelligent 3D tracking algorithm, to pro-
duce 3D position estimates. For this, the triangulation error,
as described in [12], is used.

With a variant of the RANSAC algorithm, likely corre-
spondences between 2D tracks are first established. When
the triangulation error between a set of 2D hypotheses is
small enough, they are associated to form a 3D track. Like-
wise, when it exceeds a certain threshold, the 2D hypothesis
which contributes most to the error is dissociated again, and
the 3D track is maintained using the remaining hypotheses.

Once a 3D estimate for a person’s position has been com-
puted, it is further used to continuously validate 2D tracks
and to initiate color histogram tracking in camera views
where the person has not yet been detected. It is also used to
robustly handle occlusions: When a certain amount of over-
lap is detected between two 2D tracks in a camera image,
the 3D position serves to determine which of the tracks is
furthest from the camera. This track is then deactivated, its
position is predicted for the duration of the occlusion, and
it is reactivated again when there is no more overlap.

The developed tracker draws its strength from the intelli-
gent fusion of several camera views and body region tracks.
It initializes its tracks automatically, constantly adapts its
color models and verifies the validity of its tracks using spe-
cial object detectors. It is capable of tracking several peo-
ple, regardless if they are sitting, walking or standing still,
in a cluttered environment with uneven lighting conditions.
Fig. 1(h) shows a sample tracker output.

3 Evaluation of Tracker Performance

Defining good measures to express the characteristics of
a system for continuous tracking of multiple objects is not
a straightforward task. Various measures exist and there is
no consensus in the literature on the best set to use. Here,
we propose a small expressive set of metrics and show a
systematic procedure for their calculation.

Assuming that for every time frame t a multiple object
tracker outputs a set of hypotheses {h1 . . . hm} for a set
of visible objects {o1 . . . on}, we define the procedure to
evaluate its performance as follows:

Let the correspondence between an object oi and a hy-
pothesis hj be valid only if their distance disti,j does not
exceed a certain threshold T , and let Mt = {(oi, hj)} be a
dynamic mapping of object-hypothesis pairs.

Let M0 = {}. For every time frame t,

1. For every mapping (oi, hj) in Mt−1, verify if it is still
valid. If oi and hj still exist and if disti,j < T , make
the correspondence between oi and hj for frame t.
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2. For all objects for which no correspondence was made
yet, try to find a matching hypothesis. Allow only one
to one matches. Start by matching the pair with the
minimal distance and then go on until the threshold
T is exceeded or there are no more pairs to match.
If a correspondence (oi, hk) is made that contradicts
a mapping (oi, hj) in Mt−1, replace (oi, hj) with
(oi, hk) in Mt. Count this as a mismatch error and
let mmet be the number of mismatch errors for frame
t.

3. After the first two steps, a set of matching pairs for the
current time frame is known. Let ct be the number of
matches found for time t. For each of theses matches,
calculate the distance di

t between the object oi and its
corresponding hypothesis.

4. All remaining hypotheses are considered false posi-
tives. Similarly, all remaining objects are considered
misses. Let fpt and mt be the number of false posi-
tives and misses respectively for frame t. Let also gt

be the number of objects present at time t.

5. Repeat the procedure from step 1 for the next time
frame. Note that since for the initial frame, the set of
mappings M0 is empty, all correspondences made are
initial and no mismatch errors occur.

Based on the matching strategy described above, two
very intuitive metrics can be defined: The Multiple Object
Tracking Precision (MOTP ), which shows the tracker’s
ability to estimate precise object positions, and the Multiple
Object Tracking Accuracy (MOTA), which expresses its
performance at estimating the number of objects, and at
keeping consistent trajectories:

MOTP =

∑
i,t di,t

∑
t ct

(1)

MOTA = 1 −
∑

t (mt + fpt + mmet)∑
t gt

(2)

The MOTA can be seen as composed by 3 error ratios:

m =
∑

t mt∑
t gt

, fp =
∑

t fpt∑
t gt

, mme =
∑

t mmet∑
t gt

,

the ratio of misses, false positives and mismatches in the se-
quence, computed over the total number of objects present
in all frames.

4. Experiments

The here described tracking system was evaluated on
a set of recordings made in the smartroom. The record-
ings were made using four synchronized SONY DFW-V500
color firewire cameras at 15 fps, they depict various situa-
tions involving 3-4 users interacting in the room and have
a length of approx. 5min. These sequences were manu-
ally labeled by marking the persons’ head centroid in ev-
ery camera view. These points were then triangulated and

Table 1. Results for various detector types

Detector MOTP m fp mme MOTA
full 151mm 41.9% 5.1% 0.5% 52.5%
upper 185mm 5.6% 39.4% 1.5% 53.6%
faceA 196mm 39.4% 15.9% 1.2% 43.6%
faceB 200mm 17.1% 72.0% 4.1% 6.9%
full+upper 168mm 5.6% 36.1% 2.4% 55.9%
full+faceA 161mm 30.1% 33.6% 1.9% 34.5%
upper+faceA 187mm 4.6% 48.8% 2.5% 44.1%
full+up.+f.A 205mm 11.9% 56.6% 2.6% 28.9%
truth 168mm 5.7% 0.5% 5.4% 88.3%

projected to the ground to serve as ground truth reference
for person positions. Several combinations of classifier cas-
cades for person detection were tested. In addition, an extra
test run was made using a simulated cascade (truth): The
ground truth was used to generate very accurate “fake” de-
tector hits every 15th frame. This experiment served to mea-
sure how well the tracking algorithm performs assuming we
have very reliable and regular hints for person positions.
The results are depicted in table 1.

As could be expected, the performance of the system is
tightly coupled with the quality of the detectors used. Using
only one type of detector often caused high error rates. Us-
ing full body detectors alone produced many misses, as sit-
ting persons were never detected. The same happens when
using faceA, as the detector was not trained to recognize
very low resolution faces (approx. 20x20 pixels). The face
detector faceB, specially adapted to the room, was able to
find more faces, but also has a huge false positive rate,
which leads to the generation of many false person tracks
as well as a higher amount of mismatches. The best combi-
nation was posed by the full+upper body cascades produc-
ing slightly better results (56% accuracy) than when using
upper alone. When using more than 2 types of detectors,
the cumulative effect of false positives caused the system
performance to degrade again. For comparison, a system
using the simulated, highly accurate truth cascade produced
almost no misses or false alarms, with an accuracy of 88%.
Almost all trackers were fairly able at producing precise po-
sition estimates with average errors below 20cm.

5. Conclusions and Future Work

In this paper, we have presented an approach for the
tracking of multiple persons in cluttered, natural indoor
scenes using multiple wide baseline camera views. The
approach relies on person detection hints supplied sporad-
ically by various types of appearance-based detectors and
on foreground segmentation maps to create, filter and adapt
robust color histograms for fast tracking. The cues supplied
by several 2D tracks in several camera views are intelli-
gently merged by a 3D fusion algorithm that handles occlu-
sions, detects and deletes spurious tracks and produces 3D
position estimates. Results have shown that good tracking
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results can be achieved, even when using general person de-
tectors, not specialized or trained for use in our room. Our
system was evaluated using a new set of metrics for mul-
tiple object tracking introduced here. With a combination
of upper and full body trackers, a tracking accuracy of 56%
and precision of 17cm could be achieved.
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