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ABSTRACT

Spectral estimation based on theminimum variance dis-
tortionless response(MVDR) is well-known in the signal
processing literature and has been shown to be superior to
linear prediction for robust speech recognition. In this work
we propose two techniques to improve the resolution and
the robustness of the MVDR spectral estimate: The first is a
time-domain technique to estimate an all-pole model based
on thewarpedshort time frequency axis such as the Mel-
frequency. The second is a method forscaling the height
of the spectral envelope in order to extract robust features
for large vocabulary continuous speech recognition systems
which must operate in noisy conditions. Moreover, we
show that these two techniques can be combined to good
effect. In a series of speech recognition experiments on
the Switchboard Corpus, the combination of our proposed
approaches achieved aword error rate (WER) of 35.9%,
which is clearly superior to the 37.0% WER obtained by
the common MVDR and the 37.2% WER obtained by the
widely used Fourier transform.

1. INTRODUCTION

Large vocabulary continuous speech recognition systems
that operate under “real world”, e.g. in a meetingroom
scenario which we work on in the FAME project, are of-
ten confronted with mismatches between training and test
conditions. Such mismatches can stem from speaker and
speaking style variation, room reverberation, and noise, to
name only a few sources, and typically degrade recognition
performance. In this work, we seek to reduce the degra-
dation incurred from additive noise with spectral estima-
tion based on theminimum variance distortionless response
(MVDR). MVDR spectral estimation was previously pro-
posed by Murthi and Rao [1, 2] as a spectral envelope tech-
nique, and applied to speech recognition by Dharanipragada
and Rao [3]. Moreover, we seek to further enhance the
gain provided by the MVDR with respect to thefast Fourier

transform(FFT) through the use of two refinements:

• Warpingof the frequency axis prior to MVDR spec-
tral estimation to ensure that more parameters in the
spectral model are allocated to the low, as opposed
to high, frequency regions of the spectrum, thereby
mimicking the frequency resolution of the human au-
ditory system [4, 5].

• Scalingof the spectral envelope as a means for ex-
tracting robust features for large vocabulary continu-
ous speech recognition systems which must operate
under noisy conditions [6].

As we will show, theword error rate(WER) reductions
provided by both techniques are additive.

The balance of this work is organized as follows. Sec-
tion 2 summarizes the process of spectral estimation based
on the MVDR and describes a method for implementing the
frequency warping, which very closely mimics human hear-
ing. In Section 3, we discuss a modification to conventional
MVDR spectral estimation that reduces the variance of the
amplitudes of the spectral peaks; this modification greatly
enhances the utility of the MVDR estimation, especially in
the presence of additive noise. The results of initial speech
recognition experiments, in which the several types of spec-
tral estimation are combined, are reported in Section 4. Fi-
nally, Section 5 discusses our results and Section 6 presents
our conclusions and plans for future work.

2. WARPING OF THE MVDR SPECTRUM

The MVDR spectral estimation can be posed as a problem
in filter bank design, wherein the final filter bank is subject
to thedistortionless constraint[7]:

The signal at the frequency of interestωfoi must pass undis-
torted (unity gain).

H(ejωfoi) =
M∑

k=0

h∗(k)e−jkωfoi = 1



where h∗(k) are components in impulse response of
H(ejω). This can also be written in vector form:

sH(ωfoi) · h∗
foi = 1

wheres(ω) is thefixed frequency vector

s(ω) = [1, e−jω, . . . , e−jMω]T

andhfoi = [h(0), h(1), . . . , h(M)]T .
This scheme may be generalized by replacing the unit

delay elementse−jmω of the fixed frequency vectors(ω)
with first order all-pass selectionsof the form

e−jω̃ = D1(e−jω) =
e−jω − α

1− α · e−jω

whereα is awarping parameterandD1(e−jω) is awarped
delay element. The phase function ofD1(e−jω) is [8]

arg
(
D1(e−jω)

)
= ω̃ = ω + 2 arctan

λ sinω

1− λ cos ω

which is also known as thefrequency mapping function.
Thereby, the linear frequency axisω is transformed to the
warped frequency axis̃ω, resulting in the frequency-warped
spectrumS̃(ejω̃). Using a particular warp factor enables the
approximation of theMel-frequencyas shown in Figure 1.
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Fig. 1. The approximations of Mel-frequency (black lines)
and Bark-frequency (dotted black lines) by the bilinear
transformation (gray lines including the warping factor in
gray digits) are demonstrated for 8 and 16 kHz sampling
rates.

This generalization results in thewarped frequency vec-
tor:

s̃(ω) =
[
1,

e−jω − α

1− α · e−jω
, . . . ,

e−jMω − α

1− α · e−jMω

]T

(1)

The distortionless filterhfoi can now be obtained by the
warped constrained minimization problemwhich minimi-
zes the output power of the overall warped frequency do-
main:

min
hfoi

hH
foiφM+1hfoi subject to s̃H(ωfoi)hfoi = 1

whereφM+1 is the(M + 1) · (M + 1) Toeplitz autocorre-
lation matrix of the filter output:

y(i) =
M∑
l=0

h∗(l)u(i− l)

The solution of the warped constrained minimization prob-
lem is very similar to its unwarped counterpart, as given
in [7]. Note that the frequency vectors is replaced by the
warped vector̃s:

h̃l =
φ−1s̃(ωl)

s̃H(ωl)φ−1s̃(ωfoi)

That means that the impulse response of the distortionless
filter for the frequencyωfoi is denoted byhfoi(n). The
warped MVDR power spectrum of the signal power spec-
trumS(e−jω) at frequencyωfoi is than obtained as the out-
put of the optimized constrained filter:

S̃MVDR(ejωfoi) =
1
2π

∫ π

−π

∣∣∣H̃foi(ejω)
∣∣∣2 S(e−jω)dω

Although the MVDR spectral estimation was posed as a
problem of designing a distortionless filter for a given fre-
quencyωfoi, this was only a conceptual device. The warped
MVDR spectrum can in fact be represented in a parametric
form for all frequencies and computed very simply as:

S̃MVDR(ω) =
1

s̃H(ω)φ−1s̃(ω)

Under the assumption that the(M + 1) · (M + 1) Hermi-
tian Toeplitz correlation matrixφ is positive definite and
thus invertible, Musicus [9] has derived a fast algorithm
to calculate the MVDR spectrum from thelinear predic-
tion (LP) coefficients. As the warped-MVDR spectrum can
be obtained from the warped-LP coefficients, Musicus’ al-
gorithm can be readily extended to compute the warped-
MVDR spectrum as follows:

1. Calculation of the warped-LP coefficients
For our experiments we used an algorithm by Mat-
sumoto et al. [8] to calculate the warped-LP coeffi-
cients.

2. Correlation of the warped prediction coefficients

µ̃k =


∑N−k

i=0 (N + 1− k − 2i)ã(N)
i ã

∗(N)
i+k

: k = 0, · · · , N
µ̃∗−k : k = −N, · · · ,−1

3. Fast warped MVDR spectrum computation

Swarped MVDR(ω) =
ε∑M

k=−M µ̃ke−jωk
(2)



Note that the spectrum (2) is in the warped frequency do-
main. Hence, it is necessary to replace the Mel-filterbank
in the front end of an automatic speech recognizer with a
filterbank of uniformly half overlapping triangular filters. If
we are only interested in a spectral envelope in the linear
frequency domain, we can use

S̃MV(ω) =
ε∑M

k=−M µ̃k
e−jkω−α

1−α·e−jkω

instead of (2). This envelope is different from the conven-
tional MVDR envelope inasmuch as it uses more parameters
to describe the lower frequencies and fewer parameters to
describe the higher; the conventional MVDR uses an equal
number of parameters for both.
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Fig. 2. Comparison of MVDR (top) and Mel-warped-
MVDR (bottom) spectral envelopes, both of same model
order 120.

Figure 2 illustrates the difference between the MVDR
and Mel-warped-MVDR spectral envelopes. The warp fac-
tor for the warped-MVDR was set to 0.4595 so as to sim-
ulate the Mel-frequency for a signal sampled at 16 kHz.
While the MVDR exhibits frequency-independent spectral
resolution, the Mel-warped-MVDR provides high resolu-
tion for frequencies below 2 kHz and decreasing resolution
for higher frequencies. The warping of the MVDR pro-
vides interesting properties, similar to Mel-warped-LP [10],
which cannot be achieved when the MVDR isfollowedby
frequency-warping: The ability to model the spectra simi-
lar to the loudnes density spectrum and in given informa-
tion by the inverse filtered wapred-MVDR residual, resem-
bling the overall information in the auditory nerve firing.
But here without the negative effect of overestimating and
overemphasizing of the harmonic peaks in medium- and
high-pitched voiced speech as seen in Mel-warped-LP.

3. SCALING OF THE MVDR SPECTRUM

Spectral peakshave been shown to be particular robust to
additive noise in the logarithmic domain, sincelog(a+b) ≈
log(max{a, b}) [11]. Therefore we propose to match the
MVDR derived spectrum to the highest spectral peak of the
Fourier spectrum.

To fully understand why the suggested scaling should
be useful, we must first investigate how the power of the
features in the logarithmic power spectrum is influenced by
additive noise. To do so we have to define two signalss and
ŝ in the frequency domain and take them into the logarith-
mic power domain

Slog = log(|s|2)

Ŝlog = log(|ŝ|2)

For additive noisen we may write

Slog + Dlog = log(|s + n|2)

Ŝlog + D̂log = log(|ŝ + n|2)

whereDlog andD̂log denote the logarithmic power differ-
ences between the clean and noisy signals. Now we can
solve the equations forDlog andD̂log

Dlog = 2 log |s + n| − 2 log |s| = 2 log
∣∣∣1 +

n

s

∣∣∣
D̂log = 2 log |ŝ + n| − 2 log |ŝ| = 2 log

∣∣∣1 +
n

ŝ

∣∣∣
Assuming|n| < |s|, we can [6] prove that

|ŝ| > |s| ⇒ |D̂log| < |Dlog|

This result is also apparent from Figure 3, where the grey
plane is getting smaller to the right for|s| > |n|.
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Fig. 3. Comparison of the power to the logarithmic power
of the clean signals, black line, and the influence of additive
noisen, gray area.



Furthermore we can show [6] that thelogarithmic spec-
tral distortion(LSD) is smaller at the highest amplitude than
the expected LSD averaged over all frequencies which is
commonly considered in the calculation of the envelope.

Deeper insight into this phenomenon can be obtained by
plotting the undisturbed energies of the logarithmic power
spectrum on thex-axis and the disturbed energies of the
logarithmic power spectrum on they-axis. The gray line
in Fig. 4, Theoretical Features, shows the idealistic case of
a noise free speech signal; here all points fall on the line
y = x. In the case of additive noise, black line, the lower
values of the power spectrum are lifted to higher energies;
i.e., the low-energy components are masked by noise and
their information is lost.
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Fig. 4. Shown are the influence of noise (signal to noise ra-
tio = 8dB) in thelogarithmic power spectrum(LPS) on the
features for different spectral estimation methods in depen-
dence of their signal energies.

Comparing the influence of noise on the logarithmic
power features derived from the FFT with the MVDR log-
arithmic power features of Fig. 4, clearly demonstrates the
problem which occurs if additive noise is present: Due to
the high variance of the maximum amplitude in the MVDR
approach, there is a broad band instead of a narrow ribbon
even in the high energy regions. The use of the proposed
scaling provides more useful features than both conven-
tional MVDR, which is clear upon comparing the MVDR
features with the scaled MVDR features of Fig. 4, and the

FFT, which can be seen by comparing the FFT features with
the scaled MVDR features. The resulting scaled MVDR
features are clearly less distorted by noise.

4. SPEECH RECOGNITION EXPERIMENTS

The speech recognition experiments described below were
conducted with theJanus Recognition Toolkit(JRTk),
which is developed and maintained jointly by the Interac-
tive Systems Laboratories at the Universität Karlsruhe, in
Karlsruhe, Germany and at the Carnegie Mellon University
in Pittsburgh, Pennsylvania, USA.

Our recognition experiments were conducted on the
Switchboard Corpus. The training set for these experiments
was comprised of 30 hours of speech collected from 548
speakers of both sexes. Speech from 16 speakers of both
sexes was used for testing. Two speakers from the test set
were recorded using analog cellphone channels resulting
in a highly distorted signal. Our baseline model consisted
of 4,166 codebooks with 32 Gaussians each. The features
used for speech recognition were obtained by calculating
13 static cepstral coefficients for each frame of speech, per-
forminging mean normalization, and then calculating delta
and delta-delta cepstra. Thereafter, linear discriminant anal-
ysis was used to reduce the final feature length to 32.Maxi-
mum likelihood linear regression(MLLR) [12] was used to
adapt the means and covariances of the speaker-independent
model for every speaker and environment condition in the
test set.

The static cepstral coefficients were obtained through a
discrete cosine transform from different spectral represen-
tations:

• The FFT and the MVDR both followed by a Mel-
filterbank consisting of 30 half-overlapping Mel-
spaced triangularly shaped filters, see Mel-filterbank
of Fig. 5.

• The Mel-warped-MVDR and the Mel-warped&sca-
led-MVDR both followed by a filterbank consisting
of 30 so adapted filters to compensates for the dif-
ferences between the bilinear transform and the Mel-
frequency, see adapted filterbank of Fig. 5.

• The Mel-warped-MVDR and the Mel-warped&sca-
led-MVDR neglecting the use of a filterbank similar
to [13] and therefore dubbed perceptual-MVDR and
perceptual&scaled-MVDR.

All features were calculated every 10 ms from speech data
sampled at 8 kHz, using a 20 ms Hamming window.

To gain a finer appreciation of the differences between
MVDR and warped&scaled-MVDR acoustic preprocess-
ing, compare the left and right portions of Fig. 6. In partic-
ular, note that thevocal tract length normalization(VTLN),



Mel-Filterbank Adapted-Filterbank

Fig. 5. Mel- and adapted filterbanks.

which was used while training and testing, must be imple-
mented differently between the methods with and without
warping, one in the linear frequency domain while the other
has to be implemented in the warped frequency domain, see
Fig. 7. To compensate for this difference the VTLN of the
Mel-warped-MVDR was recalculated to resample the out-
come of the linear VTLN approach after Mel-warping was
applied.

5. DISCUSSION

The experimental results shown in Table 1 confirm the cor-
rectness of the foregoing arguments. The gain of spectral
envelope techniques in general over the Fourier approach
can be explained by the way in which they differ in the
representation of spectral peaks and valleys: While Fourier
spectra describe spectral peaks and valleys equally well,
spectral envelopes provide an accurate description only for
spectral peaks. For the representation of spectral valleys no
information of the fine structure of the spectrum is consid-
ered, limiting the description more or less to the energy lev-
els. As noise in the logarithmic magnitude domain is most
evident in spectral valleys, spectral envelopes are more ro-
bust to noise than their Fourier counterparts. The gain of
the Mel-warped-MVDR over the MVDR is attained through
the better modeling of the human auditory system, while
the gain of the Mel-warped&scaled-MVDR over the Mel-
warped-MVDR is attained through the scaling of the enve-
lope to the highest point of the Fourier spectrum to reduce
the variance of the envelope due to noise.

FFT 37.2%
MVDR(80) 37.0%
Mel-warped-MVDR(50) 36.3%
Mel-warped&scaled-MVDR(50) 35.9%
perceptual-MVDR(25) 36.3%
perceptual&scaled-MVDR(25) 36.1%

Table 1. Comparison of word error rates. The numbers in
brackets show the used model order.

The parameters of the model order used in the evalua-
tions shown were tuned on a small development set using
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Fig. 6. Extract of the MVDR (left) and the warped&scaled-
MVDR (right) acoustic preprocessing as used in our expe-
riments.

no VTLN and MLLR. Small variation of the model order
seems to have small effects (< 0.2% WER) on the word er-
ror rate and therefore opimization of the model order seems
to be not critical for our results.

The differences in the model order of the different ap-
proaches may be explained by the characteristic of the en-
velope (a reduction in model order increases the smooth-
ness of the envelope) in combination with the following fil-
terbank. The Mel-filterbank provides a stronger smoothing
than the adapted-filterbank and therefore a smoother enve-
lope must be provided. In the case where the filterbank is
neclected the overall smoothing must be provided only by
the envelope and therefore the model order has to be further
reduced.

6. CONCLUSIONS

This paper has presented improved feature extraction me-
thods based on the MVDR to address the resolution of the
human auditory system and robustness issues.

To provide a good spectral envelope estimate, we have
followed Dharanipragada and Rao [3] in using the MVDR
instead of LP. Next we have applied the well known tech-
niques ofpre-warping[8] to the MVDR approach to pro-
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vide a better approximation of the aspects of the human
auditory system than the envelope followed by a Mel-
filterbank. Furthermore, we have seen that noise added to a
signal distorts mainly the spectral valleys while the spectral
peaks remain relatively unchanged. Therefore we have in-
troduced a scaling technique which adjusts the highest point
of the envelope to the highest point of the Fourier spectrum.

It has been shown that the performance of the proposed
methods, Mel-warping and scaling of the MVDR envelope,
could improve the accurancy of the used spectral envelope
technique. As the MVDR itself already performs at least
as well as the widely used FFT-based approach, the Mel-
warped and scaled MVDR envelope performs better than
the FFT-based approach.

Another interesting feature of the MVDR envelope in
comparison to the LP envelope is that the formants do not
change positions as a result of changes in the model or-
der [3]. This fact provides for the possibility of setting the
model order as a function of the vocal tract length, the signal
to noise ratio, or based on a likelihood criterion, in order to
further improve the robustness of the analysis or to further
increase the accuracy of the speech recognition system.

Further work may focus on larger training and test sets.
In particular we want to address speech recorded with dis-
tant micropohnes or a microphone array.
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