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Abstract

We show how the specification of a dialoguce sys-
tem can be divided into domain-dependent and
domain-independent parts.  We demonstrate
how comparisons of actual representations in
the dialogue history can help to infer hier-
archical dialogue structurc. The principles
guiding the inference can he expressed in do-
main independent rules. Using typed feature
structures as the only representation [ormal-
1sm for domain-dependent knowledge we retain
the simplicity of frame-based systems in terms
of gathering necessary information to fulfil a
task. On the other hand, being able o eas-
ily integrale a type hierarchy into the repre-
scntations and describing the systems behavior
in clauses quantifying over feature structures
in the dialogue history, we not only achieve a
compact specification of the system’s behavior,
but also a type discipline that helps to detect
crrors in specification before system deploy-
ment. ‘T'he described implementation is a first
step towards the implementation of domain-
independent, task-oriented dialogue processing
svsteoms.

1 Introduction

In the recent past, several spoken-language dialogue
applications have been implemented. In most of the
cases, the implementations focus on one particular task
such as Air Travel Information Service (ATIS) (see, e.g.,
[Ward, 1994]) or hotel reservation and travel informartion
([Constantinides et al. 1998]). In some cases ([Ferrieux
and Sadek, 1994]), a shift rowards task-independent im-
plementations can be observed, leading Lo a principle-
based implementation of a task-oriented dialogue system
[Sadck ct al.,, 1997], taking advantage of the structural
similarity in task-oriented dialogues of different domains.
Most of the above-ciled applications have in common
that they are able to perform a limited sel of opera-
tions (such as hotel reservations) and that, in order to

Alex Waibel?
ahw@cs.cmu.cdu
Interactive Systems Labs?

Carncgic Mellon University

5000 Torbes Avenue
Pittshurgh PA 1521

perform these operations, the user needs to specity a cer-
tain amount of information (such as arrival date). Put
siply, the task of the natural language understanding
component in these implementations is to determine the
operation the user wants to perform, and then obtain
the information necessary to perform the operation.

On the other hand, there are implementations of dia-
logue toolkils (see, e.g., [Sutton et al. 1996] ) aiming al
providing a platform to design dialogue systems with-
out the need to take recourse on linguistic specifications.
Approaching the problem of task-independent dialogue
strategies from the other side, these systems typically
offer an implementation of a templale dialogue system
bare of any task-specific knowledge at the expense of less
sophisticated models of dialogue structure. When in-
stantiating the system for a particular task, the system
designer typically has Lo specily the [low of the dialogue,
for example in form of a [inite state automaton. BWisad-
vantages of this approach arc the stiff information flow
following the specification and the fact that complemen-
tary information sources such as results from database
requests can only be integrated with dilliculties.

The work presented in this paper alms al combining
advantages of the first type of system — such as natu-
ral dialogue structure — with the key advantage of the
second type of system, namely easy deployment, for new
tasks. We assume that the behavior of a dialogue system
can be sufficiently described by answering the following
questions: (1) What are the entities, propertics and ac-
tions the nser and the system may refer to during dia-
logue? (ii) What kind of information is sullicient for the
system in order to perform the action the user intended
the system to perform? and (i11) How should the system
perform the intended actions? Consequently, we are in-
terested in separating domain-independent and domain-
dependent knowledge in order to simplily as much as
possible the specification for new systems. We show how
the behavior of the natural language processing compo-
nent in a dialogue system can be specified using declara-
tions answering the three questions above, namely spec-
ilication of a domain model, a task model and clauses
describing the systems™ behavior. In cach instance, the
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Iigure 1: A part of the type hierarchy and its appropriateness couditions used in the map application. The least

specific type 1s at the bottom of the tree.

Information increcases from the bottom to the top. Two sub-domain

modecls, called date & time and reservations arc merged with the application-specific declaration of the types of the
goals. 'I'he part of the hierarchy declaring the speech acts is domain-independent. ‘I'his is a simplified presentation

of the domain model actually used in the system.

specifications consist of a sct of domain-dependent and
a set of domain-independent specifications.

From a processing point of view, we describe a system
in which the way of determining information to be er-
changed is domain-independent whereas the exchanged
mformation  itsell may be domain-dependent. As a re-
sult, we arrive at a specification of a dialogue system in
which domain-specific and domain-independent knowl-
edge are orthogonal.

The system has been implemented in a travel informa-
tion booth setting. Currently the system is capable of
performing hotel and restaurant reservations and gener-
aling path descriptions to sites of touristic interest.

2 The Representations
2.1 The Domain-Model

We chose as the basic representation formalism through-
oul the system lyped fealure structures [Carpenter, 1992].
The types arc ordered in a conceptual model, the type
hierarchy, which represents domain-specific as well as
domain-independent terminological knowledge using |IS-
A aud IS-PART-OF relations. T'igure 1 shows a schemaltic
view of part of the type hicrarchy we usc in our interac-
tive map application.

There are several small domain-specific sub-models for
semantically closed domains. Among these arc hicrar-
chies introducing concepts of time, days and dates, or
reservations, or objects that can be displayed on a map.
Lu addition, there are domain models representing difler-
cnt speech acts, gestures in case of multimodal input and
so on. These domain models are domain-independent.
‘I'he domain model for one particnlar application is then
combined with several domain-dependent sub-models
and the domain-independent model. In addition, there 1s
onc particular type hicrarchy declaring the information
necessary for the application to perform the goals. The
junction of all type hierarchies is subsequently referred
to as the domain model . The domaiu model answer the
first of the three questions, namely which are the centi-

tics, propertics and actions in the domain and how do
they relate to each other.

Note that since the domain model 1s a type hicrar-
chy. and as such allows techniques such as inheritance,
reasoning (such as reasoning based on the questious if
the goal has been determined uniquely) about the na-
turc of the goal may take place without knowing what
specifically the goal is. 'I'his fact is the computational
basis that allows us to express dialogne strategies in a
domain-indepeudent way, while retaining the possibil-
ity of overloading goal execution operators with domain-
specific procedures.

2.2 Semantic Representations

Typed Feature Structurcs

We nse typed feature structures [Carpenter, 1992] such
as the one shown iu figure 2 to represeul the seman-
tics of the users’ requests. Fach structure represents the
scmantics of a phrasc of one of the main syntactic cate-
gories NP, VP or PP. Feature structures are particnlarly
well-suited for dialogne processing since partial informa-
tion may be modelled adequately. This allows [or easy
integration of additional knowledge bases. As an exam-
ple, consider the result of a databhase request filling out
a partially instantiated feature structure.

Since the feature structures are typed we can use them
to express anything from definite descriptions, to speech
acls and iutentions and goals. This allows us to perform
any actions, such as unification, compatibility check or
disambiguation, on representations of speech acts and
intentions in the same way as we do on representations
of objects.

Compact Representations

In order to implement a domain-independent dialogue-
processing module, we need to be able to gencrate re-
ferring expressions that help us to discriminate differ-
enl representations. As an example, consider two hotels
carrylug the same name but being located in diflerent

addresses. From a representational point of view, we
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Figure 2: An cxample of a typed feature structurce re-
presenting a request to show a muscum.

are looking at a set of feature structures some of which
contain common information. In order to generale a
clarfication ¢uestion, prompting the user to sclect, say,
one of the two hotels, the system should be able to sep-
arate similarities and differences in the representations.
This is a necessary precursor [or generaling clarification
questions in a domain-independent way.

Setls of [ealure structures can be represented in an
underspecilied representation factoring oul similarities
and differences in the different feature structures. For
example, two feature structures of the form [# F o1 ]
and [ 8 F a4 ] respectively can more compactly be rep-
resented as [0y T o{oy,00}] . o being the greatest lower
bound of ¢; and o> in the type hicrarchy. In addition,
the types and featurcs are annotated with indices of fea-
ture structures in order to avoid overgeneralization, be-
g similar in spirit to named disjunctions. Tigure 3 de-
picts a generic form [or a compact representation of [ea-
turc structurcs in which the feature F is defined. Figurc
4 shows the informational content of two feature struc-
tures ' and G and their common information H from
an information-setl perspective.

By thesame token, we can determine compatible infor-
mation belween [eature structures.! As a resull of this
operation, we obtain a representation separating com-
patible from incompatible information. This 1s helpful
for example in determining which constraints specified
by the user can not be [ullilled and to establish close
solutions. The structures separating iucompatible wfor-
mation arc similar in structurce to, vet differ in semantics
with, the one shown in figure 3. In figure 4, / depicts
the compatible information of the feature structures #

and (.

'In erder for the eperatien te vield a uniquely determined
result, we n2eed te prioritize feature path equivalences. This
means thal in the example shown in fignre 4, cven in the
presence ol inconsistencies, path cquivalences are always Lo
be feund in {{. though. As it turns eut, this dees net impose
a serieus limitation in practice.
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Figurc 3: An underspecified feature structure. The types
B, 8;, 8, are represented in frees thaf preserve the sub-
sumption relation from the type hierarchy. Types aud
[eatures are aunolated with indices referring to the fea-
turc structures that contain them in order to be able to
extract the feature structures correctly from the compact
representation.

In both cascs, the nodes trees consist of decision trees
whose elements are annotated with the indices of the
original feature structures. For disambiguation, the dia-
logue stralegy may select one or more of the decision
trees according to some strategy specific criterion. The
sclection criteria might be to disambiguate the feature
path whose vahie has a decision tree of maximal or min-
imal entropy, according Lo the way the question is gener-
aled (for a more detailed presentation ou the generation
of clarification questions, sec [Denceke, 1997]). Duec to
the co-indexed types and features in the underspecified
representation the disambignation of one feature path
typically reduces the ambiguily in other [eature palhs
as well. The compact representation helps us to scleet
discriminating information when generating clarification
questions.

It should he noted that although the construction of
the decision trees relies on domain-specific knowledge
(e.g. @ museum is more specific than an object in the
above example) the implementation of the underspec-
ification algorithm docs not since the sclection of the
decision tree can be formulated in terms of entropy and
specificity and constitules thus a necessary prerequisile
for domain-independent specification of dialogue strate-
gics.



Figurc 4: The information represented in two feature
structures F and &

Not only may underspecified feature structures be
used to represent differences and similarities of objects
being ambiguously referred to, but they also serve to
represenl, ambiguous references Lo goals or actions. The
same clarification strategies may then be used to disam-
biguate between multiple objects, intentions or actions
that arve referred to by one description.

The Task Model

The task model consists of a set of typed feature struc-
tures, referred to as the task descriptions. Informally,
a task description serves to specify a minimal amount
of information thatl is necessary in order (o perform a
specific task, and the conditions that have to be verified
in order for the execution of the task to be admissible.
Consequently. each task description consists of two parts.
The [irst part describes lower bounds on information re-
lated to the execution for the task associaled with the
task description. The sccond part describes an escape
condition that has to be verified in order for the system
to perform the goal. This is a reformulation of the con-
cepl of a perstslent goal [Cohen and Levesque, 1991] in
terms of feature structures. The representations of the
task model only constrain the information necessary in
order to perform a task: it does not describe how the
task should be carried out. This is done by clauses as
described in section 3.1.

Since the task model describes lower bounds on in-
[ormaltion particular to one application it is application-
specific and can not be reused in gencral. However, only
the task model describes the informational part of the
tasks the dialogue system may carry out.

In case the provided information is still not specific
enough to determine the intended task uniquely. an un-
derspecified representation of all possible task represen-
tations allows Lo generale clarification questions to seek
additional information. If, in the course of the dialoguc,
the acquired information is more specific than one or
more of the representations in the SUBGOAT, list, the ac-
tion associated with the subgoals are carried out while
the persistent goal remains on the goal stack. This is
helptul for gencrating feedback to the user in the midst

" goal_reservation_rest
rescrve_restaurant
restaurantreservation

INFO ORJ NAME  string
' DATLE  dale
TIME  time

. reserve_restaurand
CANCEL

TRUTL  false

reserve_reslaurand
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Figure 5: Strictly lower bounds of the information nec-
essary Lo perform a restaurant reservalion is represented
in the value of the INFo feature. The caNcEL feature
represents information that will remove the goal from
the stack and thus represents an escape condition. ‘T'he
SUBGOALS [eature returns a value of lower bounds on in-
formation that. if satisfied, trigger the exccution of sub-
goals while not changing the stack of persistent soals.

ol a dialogue (see also the example in [ligure 10).

The task model is specilic for one particular appli-
cation and neceds to be specified by the application de-
signer. It answers the sccond of the three questions,
namely which actions can the system perform and what
is the information it needs to do so.

2.3 The User and the System Model

Currently, the user model simply consists of a single
stack containing representations of intentions. The in-
tentions are those inferred by the system the user wants
to achieve. 'I'he user model and the system model hold
representations that are inferred dynamically during dia-
logue processing.  They are used to represent current
mental states of the system and the user.

3 Relating Goals, Intentions and
Structures in Discourse

Iu the following, we show how the speciflications of do-
main and task model arc used by the system for dia-
logue processing. In order to do so, we do not need to
rely on any prestructured dialogne model such as dia-
logue grammars or [inite-state automata. Moreover, we
show that although determining the discourse relations
may rely on domain-specific knowledge the formulation
of the algorithms is domain-independent. Consequently,
one particular dialogue strategy can be used in dillerent
domains. We understand by diwlogue stralegy any se-
quence of actions undertaken by the dialogue system in
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to perform the intended tasks.

I'he input stemming from the parser triggers appro-
priate clauses o [ire. I the current input is the [irst one
for a new dialogue, all compatible task descriptions are
retrieved, and an underspecified feature structure repre-
senting all of them is loaded in the model of the user’s
intention. The [irst step to do now is to disambiguate
the intention if 1t 1s not unique. Since database requests
and processing of semantic representations can be inter-
leaved, information query results may additionally in-
crease the specificity of the representations thus leading
to lewer clarification questions.

The application-specific clauses together with the task
model and parts of the domain model are the only in-
stances that describe the hehavior of the dialogue sys-
tem, meaning thal a move Lo a new application domain
would require modilication of only these instances.

The described features have been implemented n a
travel information booth setting. T'he overall turn-
around time, i.e. the time hetween receiving the hypoth-
esis of the speech recognizer and producing the output
of the system, is typically between one and two scconds
on a 200 MHz Pentium IT Linux machine. The execution
time depends primarily on the mimber of and the opera-
tions performed on the objects returned by the database
requests.

S

4 An Example

In this section. we will illustrate the interaction of knowl-
cdge sources as specificed by the clauses. We first look at
some specific processing steps before providing an exam-
ple of a full dialogue.
A user’s request, e.g. I would like to reserve a
table may be mapped, duc to recognition crrors and

partial parsing, to the following partial representation

goal_rescervation
reserve

INFO .
OBJ  reservalion

The two matching task descriptions would be the
onc for hotel rescrvation and restaurant reservation, the
corresponding underspecificd feature structure represen-
ting both descriptions would have the valie of the path
INKO seb to reserve {reserve_holel, reserve reslaurant}
which would prompt a corresponding clarification ques-
tion.  Subscquent unification with the semantic re-
presentation of the answer a restaurant reservation
please will disambiguate entirely the representation on
top of the users” stack. Since now the intention of the
uscr has been determined. clauses calculating the infor-
mational cdifferences between the information required
in the task description and the information available
in the discourse [ire to obtain complementary informa-
tion. In this case, the system will prompt [or the arrival
date. The communicative goal of this action is to obtain

the specificd information, consequently, a representation
of the goal is pushed onto the stack & and a seman-
tic representation containing the propositional content
of the question is generated. This leads to the situa-
tion depicted in figure 7. The usecr’s answer the day
after tomorrow generates a semantic representation of
the form [daleREL_DAY + 2] which, in turn, will trigger a
database lookup, unilying a representation of the actual
date with the representation of the deictic cxpression.
Since this information is more specific than the commu-
nicative goal, the sub dialogue is closed and the new
information is integrated in the representation of the in-
tention of the system. The requirement for the path
ARRIVAL 1s thus fulfilled, and another path is sclected in
order to obtain complementary information.

Note thal the user’s response can also generate a
sub dialogue. Il for example the systems question
Which category would you prefer is answcrcd with
How much is the cheapest, the incoming information
is not compatible with the communicative goal and,
moreover, 18 nol a repair, so a new subdialogue is en-
tered. in this way, hicrarchical dialoguc structure is in-
forred.

Anutterance likei don’t need a reservation any
more will generale a representation of the form

goal_reservalion
TCSCTUC ]

INEO [TR.UT‘H false

This representation will cause the comparison of the
vahie of the 1NFo feature in the semantic representation
with the value of the cANceL [eature of the currently
activated task description on the stack to fail. This, in
turn, will cause this task description and all descriptions
on top of it to be removed.

After having examined some details of the dialogue
processing, we now present an example of a [ull dialogue
in fisurc 10.

5 Comparison to related Work

A varicty of different approaches to dialoguc processing
have been proposed in the past. An approach similar
to ours is the one reported in [I—’a‘pineni et al, 1999].
Similarly to the goal descriptions presented here and in
[Menecke, 1997], tasks are described by what is called a
form. A form is basically a sct of slot-filler pairs. In-
teraction between the user and the system is governed
by declarative scripts that contain the specification of
the task model, the message prompts and possible error
messages. These scripts determine the functionality of
the entire application. This approach also displays one
ofthe key features of our approach, namely information-
driven dialogue flow. ITowever, the authors do not re-
port on how ambiguity and inconsistency is represented.
Morcover, we feel that the type discipline imposed on the
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Ich moechte einen Tisch reservieren
(T would like to reserve a table)
The first utterance contains enough information to identify the intention uniquely

Wo moechten Sie reservieren?
(Where would you like to make the reservation?)
The system prompts for missing information that is required in the dialogue goal

In dem italienischen Restaurant in der Kaiserstrasse
(In the Ttalian restaurant on Kaiserstrasse)
The user specifies constraints on the object in the discourse

Ich kenne kein italienisches Restaurant in der Kaiserstrasse
(I don’t know any Italian places on Kaiserstrasse)
There was no object in the database fulfilling the constraints specified by the user

Ich kenne la Gioconda und Scala

(I know la Gioconda and Scala )

(The system displays icons of the restaurants on a map)

However, there are two Italian places on another street. Determining maximally compatible sub-
sets separates incompatible information. An application-specific preference valued the nationality
constraint higher than the location constraint. The resulting objects were represented in an un-
derspecified feature structure that are distinguishable by the value of the NAME feature. Since
both representations are more specific than the structure specified in the SUBGOAL feature of
the dialogue goal, the icons are displayed on the map.

Im la Gioconda bitte.
(in la Gioconda, please)
The answer disambiguates the underspecified structure

(The system removes one icon from the map)
Fuer wann moechten Sie reservieren? (When would you like to make the reservation?)
The next value in the dialogue goal specification to be queried is the date.

Fuer uebermorgen um acht Uhr.

(For the day after tomorrow at around eight o’clock.)

The user specifies date and time. Although the answer contains more information than the system
asked for the information is correctly inserted in the task description.

Sie haben eine Reservierung im la Gioconda, Akademiestrasse am 20. Juni 1999 um acht Uhr.
(You have a reservation in La Gioconda the 20th of June at eight pm.)

All information necessary to perform the reservation has been specified, and the system confirms
the reservation to the user.

Figure 10: An example for a dialogue.



representations by the type hierarchy facilitates system
design since it not only allows us to detect errors in the
specification during system design, but also allows for a
graceful degradation should inconsistent representations
combine.

Some features of our system bear similarity with fea-
tures implemented in the Artimis system [Sadek et al.,
1997]. These include domain-independent speech acts,
the joint application of a domain-independent and a
domain-dependent model and explicit representation of
a persistent goal. However, the systems differ in the
way information is processed. The behavior of the
Artimis system is specified by a set of basic rational
principles, expressed in modal logic. Principles govern-
ing communication are domain-independent, while non-
communicative principles may be domain-dependent.
The action to be undertaken by the dialogue system is
determined by an inference process. In contrast, our sys-
tem relies on less powerful logical foundations (the de-
scription logic underlying typed feature structures) and
inference processes. Instead of having a theory based
on rational principles, our system periodically compares
available information with the information necessary to
perform one of the possible goals. Consequently, a
specification of a task resolves to a specification of a
lower bound of information (expressed in a feature struc-
ture), together with the associated actions (expressed
in a clause). Since these concepts are closer to forms
and standard programming languages, a system designer
may find these specifications more convenient to use than
axioms in modal logic.

Compared to dialogue systems that have explicit re-
presentations of states such as finite-state-based systems,
we feel that our information-centered approach leads to
more flexible dialogues and potentially avoids unneces-
sary clarification questions. The reason is that for ex-
ample database requests may be executed at any time in
the processing chain and partially instantiated represen-
tations may be filled with information stemming from
databases instead of having to ask the user to provide
complementary information.

6 Discussion

We described a dialogue system in which domain-specific
and domain-independent specifications are separated.
We showed, as a prerequisite of a domain-independent
dialogue strategy, how to determine the semantic con-
tent for clarification questions in a domain-independent
way. We showed how the underlying dialogue strategy
seeks to obtain information specific enough to select one
among a set of possible tasks to fulfil and, subsequently,
to obtain the information necessary to actually accom-
plish the task.

We demonstrated that, as a consequence of such de-
sign, it is possible to formulate discourse update and dia-
logue strategy in a generic way, taking advantage of in-
formational differences in different representations. The
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resulting dialogue specification template is instantiated
with domain models and domain-specific lists of actions
in order to fulfil the tasks.

We chose to determine the speakers intention in a
rather simple fashion, namely by selecting all possible
goals that are compatible with the semantic content of
the utterances so far. This comes at the expense of being
able to deal with indirect speech acts only insomuch as
the intended speech act may be inferred during semantic
construction, a characteristic that stands in contrast to
plan-based approaches. However, it is our hope that a
more sophisticated inference procedure intended to de-
termine the purpose of the utterance may overcome this
problem by constructing semantic representations that
are less closely related to the verbatim interpretation of
the utterance. If and how this problem can be solved in
a domain-independent way remains an open question for
the time being,.
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