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I. INTRODUCTION 

Over the last decades the process of globalization has 

brought dramatic changes to the way the world interacts. 

Fast and affordable long-range transportation has brought an 

unprecedented mobility to people - professionals and tourists 

alike. The removement of trade barriers has lead to the estab­

lishment of an international market in which huge quantities of 

goods flow between the different countries. The technological 

revolution on the communication and information sector has 

enabled instant interaction between every conceivable part of 

the world. By extending the network that once started as a 

telecommunication network to an omnipresent data network in 

the form of the Internet, people were given the capability to 

instantly access huge amounts of information in all countries 

in the world. 

While technology has provided the means for people to 

interact, either remotely or face-to-face, it has not given yet 

the full solution to communication. Though trade and travel 

barriers have been removed, the diversity of languages in the 

world remains as a barrier inhibiting intra-cultural interaction. 

Ethnologue, a catalogue for languages, lists 7,299 living 

languages. This richness in diversity of languages is by many 

considered to be the distinctive and crowning achievement in 

human evolution. The language of a people or ethnic group is 

usually of paramount importance to their cultural heritage and 

an integral part of it. 

However, in today's globalized world, languages are fre­

quently disappearing. Linguists, e.g. Janson, estimate that, if 

the current trend holds, in as little as one hundred years half of 

today's languages will be extinct. With this loss of languages 

comes a loss in cultural diversity which needs to be prevented. 

One reason why many languages die out is the tendency of 

speakers of languages with a comparatively small population 

to adopt more widely used languages, such as English. If 

technology were able to provide translation technology that 

would enable users to access information provided in any 

language or to freely communicate with a person speaking 

a different language, it could counteract this trend. 

Today, translations are mostly performed by human transla­

tors, e.g. simultaneous interpreters. These manual translations 

are in most situations, in which they would be useful, either too 

expensive in terms of money or even impossible due to a lack 

of suitable translators. Here, modern technology in the form 

of automatic speech-to-speech translation (STST) systems can 

play a critical role in empowering people to communicate 
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with speakers of a different language and to access or present 

information in a cross-lingual way-ubiquitously, with accept­

able accuracy, and at affordable costs in terms of price of the 

translation. 
Due to the fact that politics and society have recognized 

the importance of developing this field further it currently 

receives significant funding all over the world in the fonn 

of multiple, highly visible research projects. The European 

Union (EU), for example, has recognized the importance of its 

linguistic diversity as an inalienable component of the cultural 

heritage of the people on its territory-currently 27 countries 

in which 23 languages are spoken. This led to the adoption of 

the principle of equality for all languages in the European 

Union. Since under this principle all languages within the 

EU are equally important, all communication within the EU, 

such as speeches in the European Parliament or documents 

produced by the institutions of the EU, must be provided 

in all 23 languages. Thus, the speeches in the European 

Parliament must be simultaneously translated from and into all 

the languages; just as all written documents must be translated 

likewise. This forces the EU to spend € 1.1 billion per year 

on human translations. In order to implement this principle 

outside its administration, the EU sponsors a multitude of 

actions in education, training, e.g. language learning programs, 

and research in linguistic diversity-but also programs seeking 

technical solutions to the problem. 

Other funding agencies across the world support programs 

with similar goals. Also, commercial products are starting to 

be available that enable meaningful interactions in, as of now, 

limited scenarios, using automatic translation devices. For ex­

ample, National Telephone and Telegraph (NTT) DoCoMo of 

Japan in cooperation with ATR-Trek provides a speech transla­

tion system for the domain of frequent travellers' expressions. 

The system works on a common cell phone, providing voice­

activated Japanese-English and Japanese-Chinese translation 

by utilizing a server operated by ATR-Trek. 

Despite a long tradition of research, the problem of au­

tomatic STST is far from being solved and many research 

opportunities present themselves to the interested engineer 

and computer scientist. This, in combination with the existing 

funding and appreciation by the public, as well as the existence 

of commercial companies developing and marketing the tech­

nology, makes it an attractive field for advanced students or 

recent graduates seeking to pursue a career in either research 

or product development. 

II. PROJECTS AND THEIR USE CASES 

The importance and livelihood of the research field of auto­

matic speech-to-speech translation is mirrored by a multitude 
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of recent or ongoing, large scale research projects-a selection 

of which we would like to briefly present here. 

The individual projects address different domains and appli­

cation scenarios, often motivated by the needs of the agencies 

funding the projects. Funding agencies are usually national 

or international, government backed entities, military or civil 

in nature. Ongoing projects such as Global Autonomous 

Language Exploitation (GALE) or the recently started program 

Quaero offer excellent opportunities and environments for 

young engineers to become involved in cutting-edge research 

and advancing the state-of-the-art in a lively and technologi­

cally challenging area. 

A. T C-STAR (http://www.tcstar.org) 

From April 2004 until March 2007 the European Com­

mission sponsored the project Technology and Corpora for 

Speech to Speech Translation (TC-STAR), an effort to advance 

research in all core technologies for STST-automatic speech 

recognition, spoken language translation, and speech synthesis. 

TC-STAR aimed at a breakthrough that significantly reduces 

the gap between human and machine translation performance. 

Participants to the project came from seven European coun­

tries. One of the participants also had departments in the 

United States which contributed to the project. The project 

targeted translation of unrestricted conversational speech on 

large and unconstrained domains of discourse. The main task 

chosen was the translation of speeches delivered in the Euro­

pean Parliament. Given the high costs of manual translations 

at the European Union, support for researching and developing 

automatic translation systems for this specific domain is a 

promising investment. In order to foster progress, periodic, 

competitive evaluations were conducted. TC-STAR was the 

first large scale program to target an unconstrained domain 

for translation. 

B. GALE (http:l!www.darpa.mil/iptolprograms/galelgale.asp) 

On the military side, the United States' (US) Defense 

Advanced Research Projects Agency (DARPA) sponsored pro­

gram Global Autonomous Language Exploitation (GALE). 

GALE develops technologies to absorb, analyze, and interpret 

huge volumes of speech and text in multiple languages. In 

the end it should be possible to deliver pertinent, consolidated 

information in easy-to-understand forms to military personnel 

and monolingual English-speaking analysts in response to 

direct or implicit requests. In the program, speech technology 

to recognize huge amounts of foreign speech (e.g. Chinese and 

Arabic) is developed as well as technologies to translate this 

information into English. At the end, a distillation engine is 

responsible for integrating information of interest to its user 

from multiple sources and documents. Military personnel will 

interact with the distillation engine via interfaces that will 

include various forms of human-machine dialog (not neces­

sarily in natural language). The laboratories and companies 

participating in GALE are from the US, France, Germany, 

Great Britain, Hong Kong, and Switzerland. 

C. Lecture Translator (http://interact. ira.uka.de) 

Lectures, seminars, and oral presentations form a core part 

of knowledge dissemination and communication. For members 

of the audience that are native speakers of languages other than 

that of the presentation, the opportunities for collaboration 

and exchange of information are severely reduced. In some 

cases human translation services can be an option to overcome 

the language barrier, but high costs limit their utilization 

to some exceptional circumstances. In all other scenarios 

automatic translation systems can offer considerable practical 

benefits. Therefore, researchers at the International Center 

for Advanced Communication Technologies (InterACT)-a 

collaboration between UniversiUit Karlsruhe (TH), Carnegie 

Mellon University, Hong Kong University of Science and 

Technology, and Waseda University-are developing systems 

for the simultaneous translation of lectures and speeches. 

An initial system translating from English to Spanish was 

presented to the public in 2005. Since then, work has been 

expanded to improve performance and include additional 

languages, such as German and Mandarin Chinese. Figure 1 

shows the laptop based set-up of the translation system. In 

addition to displaying the translations as subtitles on a screen, 

it olfers the possibility of projecting them into the field of 

vision of individual members of the audience by means of 

goggles with headmounted displays. Synthesized output can 

be directed at a sub-set of the audience using a targeted 

audio device that produces a narrow corridor of sound without 

disturbing the remaining listeners. 

Fig. I. Lecture translation system. 

D. EuroMatrix and EuroMatrixPlus (http://euromatrix.net) 

The principle of equality of languages within the EU leads 
to a growing need for translation and interpreting services, 

since EU documents and communication need to be available 

in all official languages. The EuroMatrix project was created to 

address this need for translating between the growing number 

of European languages. The project focused on statistical and 

hybrid machine translation to advance research in that field. 

One specific goal was to make translation systems available 

that cover all European language pairs. EuroMatrix was funded 

by the European Commission and included participants from 
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the Czech Republic, Germany, Hungary, Italy, and Scotland. 

Recently, EuroMatrixPlus was launched as a follow-up project 

continuing and building on the research efforts of EuroMatrix. 

E. Quaero (http://www. quaero.org) 

Quaero is a recently started French research and develop­

ment program with German participation. It targets to develop 

multimedia and multilingual indexing and management tools 

for professional and general public applications such as the 

automatic analysis, classification, extraction, and exploitation 

of information. The projects within Quaero address five main 

application areas: 

• Multimedia internet search 

Enhanced access services to audiovisual content on por­

tals 

Personalized video selection and distribution 

Professional audiovisual asset management 

• Digitalization and enrichment of library content, audio-

visual cultural heritage, and scientific information. 

Also included in Quaero is basic research in the technologies 

underlying these application areas, including automatic speech 

recognition, machine translation, and speech-to-speech trans­

lation. The vision of Quaero is to give the general public as 

well as professional user the technical means to access various 

information types and sources in digital form, that are available 

to everyone via personal computers, television, and handheld 

terminals, across languages. 

III. SYSTEM OVERVIEW 

The basic layout of a current automatic speech-to-speech 

translation system is a chain of modules which pass their 

output to the next module in the chain. The first module 

performs a segmentation of the audio input. The resulting seg­

ments are then transcribed by the automatic speech recognition 

component. The resulting transcriptions are further processed 

by a resegmentation which combines and cuts the speech 

recognition result into segments that are then translated by 

the machine translation component. Finally, a speech synthesis 

module speaks the resulting translation. Figure 2 depicts a 

set-up using statistical machine translation and shows the 

different components that the individual modules use for their 

task. These modules and components will be described in 

more detail in the following sections. While segmentation, 

resegmentation, and speech synthesis can be seen as sup­

porting techniques, automatic speech recognition and machine 

translation are fundamental to the operation. 

A. Automatic Speech Recognition 

The goal of automatic speech recognttwn (ASR) is to 

produce a written transcript of human speech. Due to the 

highly variable nature of human speech-two recordings of 

the same word sequence uttered by the same speaker under 

the same circumstances always will look different-current 

recognition systems apply statistical methods. For this, a 

speaker is recorded using a microphone. Under the assumption 

that a speech signal is stationary in a time frame of 1 0-20ms, 

Source 
Text 

Target 
Text 

Source Speech 

Target 
Speech 

Fig. 2. The basic speech-to-speech translation chain with an automatic speech 
recognition (ASR) module and a, in this case statistical, machine translation 
module (SMT) at its core 

the input from the microphone is preprocessed by applying 

short time frequency analysis. In this analysis the frequency 

components are extracted from I 0 to 20ms long overlapping 

windows cut from the speech signal. Further processing dis­

cards unnecessary information and enhances the distinctive 

information in the signal, leading to features suitable for 

performing speech recognition. This chain of processing steps 

is called front-end or pre-processing. 

ASR is a pattern classification problem. The features from 

the pre-processing are the pattern that is classified while the 

correct word sequence that corresponds to the audio recording 

is the class that the pattern needs to be assigned to. 

The search for the class with the highest probability, given 

the extracted pattern, is the actual recognition process. For 

calculating the probability that a recording belongs to a certain 

word sequence, ASR makes use of two models. The acoustic 

· model (AM) captures the relation between words and the 

recorded sound pattern, while the language model (LM) is 

concerned with how likely it is that certain word sequences 

are being uttered in the first place. 

The acoustic models of current state-of-the art ASR systems 

for recognizing continuous, large vocabulary speech utilize 

Hidden Markov Models (HMMs). Words are being decom­

posed into phonemes using a pronunciation dictionary and 

phonemes are further divided into smaller units that serve as 

states in the HMMs. The states in the HMMs emit patterns, 

such as they are the result of the pre-processing. The emis­

sion probabilities are calculated by Gaussian Mixture Models 

(GMMs). The parameters of the models are trained on large 
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amounts-hundreds to thousands of hours-of transcribed 

recordings of speech from many speakers. 
The language models used today are normally N-Gram 

language models. They calculate the probability of a longer 

word sequence by considering sequences of four to five words 

at a time. Their parameters are learned on large amounts of 

text data for the task that the ASR system is supposed to work 

on. 

Using the acoustic model and the language model, graph 

algorithms in the decoder search for the most likely word 

sequence for a given recording. Using parameters, the size of 

the space of possible word sequences that is being searched 

can be influenced. The larger the search space is chosen the 

longer the run-time of the search, but the better the recognition 

result. 

B. Machine Translation 

The first systems for automating the human translation 

process, introduced in the late 40s of the last century, were 

rule-based machine translation (RBMT) systems that focus on 

language properties. With the increase in computational power 

in the early 1990s, an additional, data-driven approach towards 

machine translation emerged that is based on statistics­

similar to ASR systems. This approach is referred to as 

statistical machine translation (SMT). 

RBMT systems are built on manually created rules imple­

menting linguistic knowledge. These rules capture grammati­

cal structures and lexical information about source and target 

language words as well as crosslingual correspondences. The 

prototypical RBMT system is composed of a lexicon and a 

grammar. Those two components interact in the translation 

process which can be divided into three consecutive steps: 

Analysis, transfer, and generation. A grammar module per­

forms the grammatical analysis of the source sentence and 

constructs an abstract representation of it. The transfer from 

the source language representation to target language repre­

sentation is conducted by the lexicon according to bilingual 

correspondences. Finally, in the generation step, grammar rules 

determine how the abstract representation of the target sen­

tence should be converted into a well-formed target language 

sentence. 

The linguistic knowledge underlying the rules within RBMT 

systems ensure grammatically motivated translations. How­

ever, the input text must be well-formed in order for the 

analysis to succeed. Furthermore, to build such a system or 

merely to extend it with additional language pairs requires a 

language scientist who develops lexicon and grammar rules 

manually. 

Therefore, SMT was introduced as a method that can 

automatically learn how to translate and is cun·ently the 

most promising approach for machine translation in large 

vocabulary tasks. In this approach two probabilistic models, 

the translation model (TM) and the target language model 

(target LM), are used to find the most probable translation for 

the source sentence. The translation model is automatically 

learned from a large collection of parallel sentences that are 

translations of each other. In the beginnings of statistical MT, 

4 

word-to-word translation probabilities were used that describe 

how probable the source word is translated into a target word. 
Nowadays, nearly all systems are phrase-based, modeling the 

probabilities of sequences of words instead of only single 

words. The target language model is used to generate fluent 

sentences in the target language by describing the probability 

of the target word sequence. One weak point of the statistical 

approach is the translation of grammatical constructions that 

do not have a direct correspondence in the target language. 

Furthermore, due to the lack of linguistic control mechanisms, 

the resulting target language sentence may be grammatically 

incorrect. 

Since both MT paradigms have well-known weaknesses, 

hybrid MT approaches combining rule-based and statistical 

MT are currently under investigation. 

C. Petformance of ASR and SMT 

ASR and SMT are not perfect technologies, but rather 

commit errors in their operations. For both technologies, 

performance measures exist that can automatically measure 

the quality of systems on a test set. 

The quality of ASR systems is described by measuring its 

word error rate (WER) on a set of speech recordings whose 

correct transcription is known. WER describes how many 

percent of the words compared to the correct transcriptions 

have been wrongly recognized. It counts three types of errors: 

the substitution of a correct word with a wrong one, the 

omission of a word in the correct transcript, and the insertion 

of a word which is not in the correct transcript. 

For SMT systems, the bilingual evaluation understudy 

(BLEU) score is one of the most popular performance mea­
sures. It is calculated by comparing reference translations 

against the translations found by the SMT on a given test set. 

BLEU calculates the precision of the SMT result in the ref­

erence translation. In doing so it considers word sequences of 

different lengths. So, it calculates, how often word sequences 

of one, two, three, etc. words in length that are present in the 

reference translation have been found by the SMT system. 

BLEU can also use multiple reference translations to take 

into account the fact that multiple correct translations for 

one source sentence can exist. Besides BLEU other metrics 

exist. For example, the Translation Edit Rate (TER) counts the 

number of modifications needed to transform the MT output 

into the reference translation. 

Figure 3 plots the performance of the state-of-the-art in 

automatic speech recognition, evaluated in word error rate, 

and statistical machine translation, evaluated in BLEU score, 

over time. The WER and BLEU scores have been determined 

by annual evaluations hosted by the Multimodal Information 

Group (http://www.itl.nist.gov/iad/mig) at the National Insti­

tute of Standards and Technology (NIST) in order to measure 

and evaluate technologies that provide more effective access 

to multimedia and multilingual information. 

Comparing the WERs and BLEU scores in the graphs, we 

can see that in general the performance of the systems on the 

same tasks improve over time. The decreases in performance 

are either due to a switch to a more difficult task (e.g. it is 
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Fig. 3. Performance of the best available speech recognition systems in terms of word error rate and the best machine translation systems in terms of BLEU 
score over time as determined by evaluations hosted by NIST 

more difficult to recognize meetings than read speech) or to a 

more difficult test set within the same task. 

IV. RESEARCH TOPICS 

From the use cases in the research projects above, it 

becomes clear that a large number of interesting research 

questions in the fields of ASR, MT, and their fusion into 

STST systems exists. In the following we have collected a 

selection of research topics that we believe to be relevant. For 

researchers or young engineers interested in pursuing a career 

in the area of STST, these listed research topics present an 

opportunity for entering this area and for making an impact 

on the development of future STST systems. 

A. ASR 

1) Language Diversity: Roughly 7,000 languages exist in 

the world today. For only a tiny fraction of those languages, 

automatic speech recognition systems have been created so 

far. Languages addressed are mainly those with either a 

large number of speakers, high economic power, or high 

political impact. As already described before, it is desirable 

to address all languages in the world in order to keep up 

a high cultural diversity, enable access to information for 

and from all people in the world, and avoid technological 

discrimination of certain languages. The traditional methods 

for training speech recognition systems are costly in terms of 

time and money, and it is clear that with them it will not be 

possible to address all languages. Therefore, one current area 

of research deals with developing new techniques that allow to 

rapidly and cost efficiently create speech recognition systems 

for new languages. Techniques being deployed often leverage 

from applying the knowledge and models gained from already 

studied languages in an automatic or semi-automatic way to 

the new languages, and refining them with as little effort and 

training data as possible. However, systems generated that way 

still lack in performance compared to systems trained with a 

high effort in the traditional way. Here, opportunities exist for 

refining existing and developing new methods, so that well 

performing speech recogmt1on systems can be created in a 

way in which it will eventually be possible to address a by 

magnitudes larger number of languages than today. 
2) Robustness: In a realistic speech recognition scenario 

one will always be confronted with interfering signals or 

significant background noises. While body mounted micro­

phones, if mounted correctly, clearly lead to recordings with 

the lowest distortions and thus lowest word error rate, they 

are inconvenient and may generate too much distraction to the 

speaker. Thus, ASR which works reasonably well on record­

ings captured with mid- or far-field microphones is essential to 

providing convenient and robust automatic transcriptions. With 

the rule of thumb that each doubling of the distance brings 

down the sound pressure level by approximately 6 dB it is 

clear that a significant loss in signal quality arises by moving 

the microphone away from the speaker's mouth which is 

directly transferred into a lower transcription quality. To reduce 

the quality gap of automatic transcriptions between close and 

distant speech capture, technologies need to be developed to 

be able to estimate, track, and compensate for distortions 

introduced by environment noise and reverberation. Besides 

acoustic model adaptation, hot research topics to improve 

robustness of automatic transcriptions include speech feature 

extraction methods which are based on spectral envelopes 

and/or neural networks and speech feature enhancement meth­

ods. Enhancement techniques can, for example, compensate 

for: 

• non-stationary additive distortions by Bayesian filters, 

• convolutive distortions by techniques based on correlation 

such as multi-step linear prediction and 

• both kinds of distortions by particle filters which in­

tegrate reverberation estimates or by microphone array 

processing techniques such as blind source separation and 

beam forming. 

3) Higher Level Knowledge: When humans perform speech 

recognition they often rely on higher order knowledge such 

as world knowledge, common sense, or knowledge about the 

semantic context. Especially in adverse acoustic conditions, 

this kind of knowledge helps us humans to correct misrecog-
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nized words or completing only partially recognized sentences, 

by either guessing or performing plausibility checks on the 

recognized speech. ASR systems, as they exist today, do not 

have the capability to apply this kind of world knowledge. On 

the linguistic side, the only source of knowledge for them is 

the language model which usually keeps statistics of which 

word sequences of four or less words are likely to occur. If 

ASR technology wants to perform equally well as us humans 

or even surpass us, it has to find a way to include this kind 

of knowledge in its recognition process. Currently no models 

for representing what one might call common sense exist in 

science. Also, it is not clear how this kind of knowledge has to 

be integrated into the current recognition framework. In order 

to achieve significant advances in this difficulty, a scientific 

revolution in ASR research has to abolish the current statistical 

framework and to establish a paradigm to enable such sanity 

checks at ASR algorithms level. 

B. MT 

I) Word Reordering: One important and still not satisfac­

torily solved problem in SMT is the word reordering problem. 

Even in related languages like German and English the word 

order is very different. A difficult example is the position 

of the verb: in a German subordinate clause the verb is 

at the last position, whereas it is at the second position 

in the English sentence. Furthermore, German verbs might 

consist of two parts where the auxiliary verb is at the second 

position of the sentence while the main part is at the end. 

Consequently, reordering over a rather limited distance does 

not lead to a reasonable translation quality, as the readability 

of the translation is strongly affected by the awkward word 

order. One promising way to address this problem is the use 

of additional linguistic knowledge. 
2) Hybrid Approach: The strength of SMT is the ability 

to automatically learn translation with sentence context being 

considered. On the other hand, SMT is not guaranteed to 

produce grammatically correct sentences. Contrary to that, the 

linguistic knowledge implemented in rule-based MT systems 

ensures well-formed target language output. 
As a result of this contrariety of the two paradigms, hybrid 

approaches combining SMT and RBMT receive growing in­

terest. They aim at the combination and mutual compensation 

of the aforementioned strengths and weaknesses. Two main 

types of hybrid MT systems can be distinguished: integrated 

systems and multi-engine systems. Integrated systems inter­

leave statistical and rule-based methods. In order to do so, 

either a hybrid system has to be built from scratch applying 

linguistic rules and statistics as required for the different 

subtasks. Or the internals of existing rule-based and statistical 

systems have to be broken up and original system parts are 

rearranged. Contrary to that, multi-engine systems use existing 

MT systems as black boxes to obtain multiple translation 

hypotheses for the same input. Then, selection mechanisms 

identify the best hypothesis of the set. Alternatively, the 

sentence parts of the different system outputs are recombined 

to obtain a new, possibly better hypothesis. First translation 

results from hybrid systems of both types have shown an 

improvement of translation quality over RBMT and SMT. 

6 

3) Language Coverage and Bridge Language: In recent 

years, the number of languages used in machine translation 
systems increased. While parallel corpora are generally avail­

able for large common languages , it is rare to find large parallel 

corpora for more unusual language pairs (e.g. Paschtu-Catalan) 

and domains. Furthermore, the number of translation systems 

needed grows quadratically with the number of language pairs. 

An alternative strategy, in contrast to building translation 

systems for every language pair, is the use of a bridge 

language. This could be English since for many language pairs 

there exists a parallel corpus that includes English. On the 

downside, information gets lost by first translating to English. 

Future research will have to focus on compensating for that, 

e.g. by building on past approaches in enriching the English 

used as pivot language. 

4) Comparable Corpora: In statistical machine translation 

systems, parallel corpora at sentence level are the most im­

portant knowledge source. While there are plenty of sources 

for monolingual corpora, only very few parallel corpora are 

available. For example, for many European language pairs the 

only big parallel corpus is the collection of plenary speeches 

from the European Parliament. Since the topic of this corpus 

is restricted to political issues, a system trained on this corpus 

will not be able to deliver good translations for other domains. 

Thus, additional knowledge sources need to be found in order 

to broaden the domain covered by such translation systems. 

One solution to this problem is the use of comparable data. 

These corpora do not consist of direct translations of each 

other, but they are about the same topic. Although only parts 

of the text can be used to train a statistical translation system, 

they can be found more easily and far more comparable data 

exists, for example on the Internet, than parallel data. 

5) Evaluation in MT: Unlike as in ASR, the automatic 

evaluation of an MT system is a research topic on its own. The 

main problem is that there is not one single correct translation 

for most of the sentences. Instead, many different variants of 

a correct translation are conceivable. For example, individual 

words can have more than one correct translation and the 

target sentence may be realized by using alternative correct 

word orders. To account for that problem several reference 

translation and a bigger amount of test sentences are used. 

BLEU and TER perform quite well when evaluating sta­

tistical machine translation approaches. However, the scores 

obtained by these evaluation measures do not correlate well 

with human judgements on translation quality when evaluating 

rule-based MT approaches or hybrid ones. Therefore, more 

advanced methods to compare the translation output with 

the reference translation have been investigated in recent 

years. These try, for example, to take also synonyms and 

the morphology of the target sentence into account. Within 

the annual Workshop on Machine Translation (WMT), one of 
the tasks is dedicated to automatic evaluation metrics and the 

assessment of their relation to human judgements. 

C. STST 

I) Segmentation and Tight Coupling: Machine translation 

systems need a certain minimum context and perform best 
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when given more or less well-formed sentence or utterance 

units to translate. The standard approach to coupling speech 

recognition and machine translation components is to segment 

the ASR output prior to passing it to the translation compo­

nent. The segmentation operates on the unstructured first-best 

ASR hypothesis and divides it into shorter, sentence-like units. 

Choosing good segment boundaries, ideally corresponding to 

semantic or strong syntactic boundaries, can have a big impact 

on the final translation performance. Some of the most useful 

features for segmentation are a source language model, pause 

information from the original audio signal, and observing re­

ordeiing and phrase boundaries within the translation system. 

By combining them, meaningful segment boundaries can be 

identified. 

2) ASR with automatically found word units: In STST 

systems it is often not necessary to have the exact written 

representation of the spoken words that need to be translated 

as an intermediate result. It is sufficient when the result of the 

ASR in the processing chain is suitable for the translation 

component to produce the desired output. Recent research 

has started to explore the possibility of automatically finding 

word-like units in new, previously untreated languages. This 

can be very helpful when trying to develop a translation 

system for a new language, about which is little known by the 

system developers and for which no expert might be readily 

available. This scenario addresses specifically the multitude 

of languages, often under-resourced and less prevalent, for 

which no writing systems exist. The exploration of words in 

those languages can be aided by learning in the field, e.g. from 

human simultaneous translators which can be observed by the 

system. 

3) Run-on Decoding - Low Latency: Systems for simulta­

neous translation of speeches or lectures must run in real-time 

in order to keep up with the lecturer. In addition, the system 

should have a low overall latency. That is, the time difference 

between the speech in the original language and the translation 

should be as short as possible. Long delays between the 

original speech and the translation might otherwise severely 

impact the understanding of the presented topic, for example 

when the speaker is referring to text or visual information 

presented on slides. The main bottleneck to achieving shorter 

latencies in current STST systems is the machine translation 

component. This is due to MT's need for a long word context 

and the need for word reordering. The traditional approach 

of segmenting the ASR output into fixed segments prior to 

translation, introduces additional errors and delays. 

An alternative approach is directly processing the con­

tinuous input word stream from the speech recognizer and 

decoupling decisions of when to generate partial translation 

output from a fixed input segmentation. Using a flexible sliding 

window within which full word reordering is possible, the 

same translation performance is reached at greatly reduced la­

tency values. This stream decoding approach works well when 

translating between languages with similar word order, but the 

long-distance word reordering requirements of language pairs 
such as German-English interfere with the desire for short 

latency. The challenge here is to find appropriate models that 

selectively extend the search horizon only when necessary, in 

a manner that mimics the strategies of professionally trained 

human interpreters. 

V. CONCLUSION 

The field of speech-to-speech translation is a well es­

tablished area of research that has a noteworthy tradition. 

It addresses a problem-the communication between people 

and the access to information across languages-that is of 

high relevance in today's globalized world. By contributing 

to the field, recent graduates in Electrical Engineering and 

Computer Science can make significant contributions to a 

challenging, technical field. At the same time their work has a 

highly valuable impact on human interaction, and is advancing 

society on its way to becoming a multilingual world-wide 

community. 

The plentitude and diversity of current research projects 

depicted in this article demonstrates that this field of research 

is a very active one. The ongoing projects receive significant 

funding and attention by the public, and are backed and 

initiated by governments world-wide. As shown, the activities 

in research communities happen at an international scale 

and projects can be found in many countries around the 

globe. The combination of these projects and the current and 

future research topics that we have outlined give graduates an 

ideal environment for performing challenging and interesting 

research. By pursuing a career in this field of research, young 

engineers and scientists are given the opportunity to make an 

impact on the future development of this area by advancing 

the state-of-the-art of automatic speech-to-speech translation 

systems. 
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