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A bsl rac t

Prosodic in form at ion is be lieved to be valuable lnformatlon In hurnun

speech pe rception. but speech recognition systems to date have largely

been based on scgm cm nl spectral analysis. In rhl.. pape r I describe

partsora front end to a very-large-vocabulary Isolated word recognition

system lI<;ing prosod ic infbrmnuon . The present front end is template

Independent (speaker training for large vccabuiary systems (> 20.000

words) Is undcslrnblc) and makes usc of robust cues in the incoming

speech to ob tain a presorted vocabula ry of cand ida tes. It is shown [hal

prosod ic Informariou, e.g., the rhythmic struc ture of all inpu t word. its

sylla bic struc ture. voiced/unvo iced regions in the word and the

tempor al distribu tion of back/ front vowels. nesels and liq uids eno

glides, can be used effec tively to selec t a substant ially redu ced

subvocabulary of candidates. be fore an y line phonetic ana lysis is

attemp ted to recognize the word.

1. Int roduction

Au tomatic recognit ion of isolated words Item vcry la rge vocabularies

(several thousand words) has recently received increased nttcmion.

Most current rccognhlon systems <ire not ea$iily cxtcuslb le to handle

vocab ula ries of more than a few hu ndred words. One p roble m is the

great ha rd .....are cost Or U l~ <ICCCpL'b lc slow response time when one

attemp ts ttl recognize a ll ut terance by scnrt;hins a large vocab ulary

cxheusrlvcly using search fntcnsivc meth ods such iJ!;' tcmpla tc-matchlng

alone. Second. maintai ning nod ccllccun g a database Of reference

word-templates becomes costly for large vocabularies and Clear ly

Impractical lor many applicaticus. Fina lly.:l lI'iCf~ll lnrgc vocabulary

rcccgnltlon system will have to be easily mcdlfl ublc for me addition or

subtract.onof new vocabula ries.

·l" l~ rC5Cilrch .....;~ "i10 n ~nrcd In P;'l~ hy me S~linn;\ 1 screnec r o un l1lJ lioll, qri\nt
:'I CS' 7S1Sa24 :I.:'nl in PJ,1l Il) Iht l~rtmt 1\(1~ ~ nl;'Cd !t cl.I;;utli l'lf)jrtl ~ AgCII~Y (1)0 1)).
1\1',1'/\ Order 1'\0 35111. monnorcd by tne Air roree /\" io:l i c~ J;Jllor.l lory L nder Cl;mlnlet
I') J615-78 C ·l.S51.

Th e vitWl> alld ell fi cl li~iOIl.i cnll~ incd in th i ~ ll(.C(lmcnl ;\r~ lhQ ~C of !,he a lllh ofli and
S.~QLl j i,l nOI b~ 111 lCrpr ClcQ.",i. I'c J'I'C'iCnllnj:; lh~ ...mci;!l prll lC1co; . c fl11et· e,,;pf~~ or ilnp licll,
ot lilt I)c: r~:l!il: AdWlrtced R( !>t;II'th !'I QjCCI ~ Ai;cnq a t !lll! L'S (J O\l!lnmc nl.

Several Studies have proposed useful ways 10 overcome some or the

problem s mentioned here: Preselection of possible word can didat es

based on simple but robust tnfurmatton hns been shown by Kaneko

and Dixon' to drasrlcully reduce the rCITl ai lling search SPi\CC and to

[\1101'.' for ncar rcal-u mc-targc-voc abularv recog nition, Shiprnun an d

Zuc1 sugges t that recogn ition of fairly simp le phonet ic categor ies such

as N~SA L, VOWEL, STOP. ClC, can pr ovide powerfu l constralnts to

lend to substan tial vocabulary reduction . Possib le ahcmnttvcs to word

template m'lIehin g arc conceivab le by using dcml syllablc templates as

the rccognluon un lt ra ther than word tem plnte$J or creat ing word

tem plates symhcucelly",

The general ph ilosophy underlyin g the development of the system

presented in this paper is to crea te experts thnL based on the acoustic

Signal. derive robust co nst raints lim iting the numb er of possible word

candidates that satisfy these. constraints. Th ese expe rts therefore act es

vocabulary I lltcrs providing all ordering of the word cnndid mcs based

on their d omain o f experusc. TIle spccfflc ccnsrralnts ob tained from

each expert Me compared with doma in specific knowled ge that was

eutornatically derived and precompiled from the origlna t ort hog raph ic

spell ing (text) for each vocabulary item. 11'0 p roposed system therefore

func tions in a temp late-independent way and new vocabulary items can

be entered simply in thei r onh ographfc form.

In lhls paper. wc dlscuss in pa rucula r several su prascgmcntal

vocabul ary fillers. briefly curlluc the ir onc rauc n an d present data

evalu ating thei r cur rent per form ance . It will be seen that

suprascgrncute t cues, i.c., infcrmat lon tha t we ha ve SO far largely

ignored (or warp ed away). CUll provide (l com ple mentary perspective on

the speech slgnal thet lead s tu constdcreblc l,.'OllstrOl ini llg of the possible

ltst ur wnrd candida tes. Th ese supruscgmcntal cues cun ::.lsl of the

rhythmic snucturc of the uu cmncc. the temporal ccntrib urton cf volccd

and uu votccd regions in <I syllable. llnd (hc lcmpm'al cOlltribu tion of

Some snn or:J nt d;l!'; !;.C~ . e.g.. NASAL. I.. R. FRONT ilnd BACK to lhe

duraUull of th e !)Vll;lblc n lH;le ll ~ . lkt;;lll!lc of i t~ imp(ll"tn nCe IO the
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suprnscgmcr ual tillers J sum with ti ll outline of the syllablflcmicn

algorithm used. Second I describe the linear rnachlnc then Serves ns

sonomru feat u re detector. Th en the knowledge com ptfcr thnt

automatirelly generates the .rpprupruuc prosodic informatlou from text

will be presented. Finally, the current OI lers wlll be outlined and

resultsof pe rfo rma nce cvaluauon will be gfvcn,

2. Syl labification

Sytlnblc boundary dctccucn is pcrtbrmcd in three stages. Th e first two

usc algorith ms [ 0 perform general contour analysts and urc applicable

[Q auy contour. TIle)' arc based en techniques commonly employed in

the vision and pnncm -rccognnlon litcrlltureS,6. ' .

In the flrst St11SC 11 11 input contour is npproxirnatcd by line-segments

describing only the signlficaru c.VCIHS in the contour. This is done by

using a recursive convex-def icie ncy algorithm. It starts by assuming a

straight line between the begin and end oorrusof the utterance. It finds

the POilU P of maximum deviation of lhe- comour from the strnigN line

and if this deviation exceeds some stop-e-kerion it breaks the large line

segment up into 10 two smelter line segments from the begin poin t to P

and from P to the endpoint and rCC~JrSCS. Th is process continues until

the devlations of t he original contour from the line segment

approxlmarlon can be considered lnstgulflcant. " 'tHIS the algortthm

attends to increasing levels of detail from one level of recursion to the

next and line segment dcscnprlons can be extracted at varying degrees

of COOl rSCI)eSs,. The algorithm is also edge preserving such that

significanl events in a waveform arc not smeared out, but rather arc

preserved with their original amplitude and at their original point in

time.

r ullowins tllC(Ipp roxim~l i on or lhe original C(lI'l tour by line segmcnls,

collections Of line :itgmenlS arc parsed synwcticlllly into several

primitive::: shapes labeled H;:tt. Phl(clJu. n ·!;kirt (before a hilt). A-ski rt

(<Ifter a hat) and Silence. "1l1e5e basic shapes tllen charactcrll.c the

events in a pon ieulnr contour.

B;istd On the contour <I n<tlySl!i. il Set of rules are {l pp1ied to determine

whether a boundary between ~ul> seq ll cm C""e 11 t" is it sylb b1chQu ndary

or not. At presCllt [he eomours llSCd arc the smc}()lhtd peak-lo·pe<tk

amplitu de. the: zt ro-crossing COIlW~l r of the input signal and ii. SOllOl'am

energy eommlr, The rules take irHO acCtHtrlt Ihc basic ~hapcs ilnd

rn..1gniLlldes uf the events in these contOUrs and Ihc possible. sequcnces

of C:V(;l'ltS for a syllabic 1.0 delcnnine voiced nr lInvoiced porlions.. to

find genuine syllable nuclei and finally tu place the syllilble bOllnda/)' al

iJ Iing.uistically consi~ t ent poinl in time, The sylliiblc boundaries <i te

given by tlle onsc13of syllable: nucle!. which to n fi~l app roximaLion

arc known to be the points at .....hich human listeners perceive rhythmic

beats In an ullcrancc8" In informal experiments with several speakers,

the syllable boun dary detec tor in us CIIITem form 1 1 a~ been found to

yield nn error fall' of approximately 4 . 10 %. Possible improvements

might be cchtcvcd through added rules as well <IS alternative

informative input contours,

3. Th e So no ra nt Featu re Det ec tors

The sc nc rant feature detectors described here arc based on the t heory

of linear machincs6, 9, A lincar machine is ou ractivc to provid e

scnoraru categories, both because non-paramctr!c lcarntng can be

achieved easily using error-correcting procedures (c.g . rela xation or

perccp tron lcnrnlug) and recognition can be perform ed efficiently as a n

FIR-fIIlering operat ion. Pcrccp tron lcnm tng has recently beeI!

successfully applied 10 consonant nXQgnitionlO,

For each of the categories of interest (N/\SAL. L. R. f ROi'fr. BACK)

rel<lxation6 .....as used to learn a set of weights for a two-category linear

discnrnin um funuriou. "111(" Input features used where dcpcndnm on

their relevance to classification of a pnrtk ular sound. They included S4

spectral coefficients spanning an 8000 III. spectral range. tile peak-to­

peak amplitude. formant Freq uencies llS given hy ,I Ionnam track.crO,

and for [he special case or n. II ic 2Sspectral me fflclcms above Fl1"1l1C

ufgorhhm learns the npp repruuc weights that best combin e the givcn

evidence ( the features) on a frame b)' frame bnsls. Learning was

performe d using e SCt of 57 randomly selected hand lab eled words

ut tered by aile speaker.

In a second layer, a pcrccmron-bcscd multi-category Iincnr claesificr

was used to select a unique categor-y for each frame. Tbc input to this

c1as.o;ifier conslsts of the decisions dcrlvcd from the: rwo-cmcgary

response units. as deseribcd nbo\'c. wilhin il windQw ~rol lnd tllC currcnl

frlUTl c. Finally lhe output uf thiS layered plece..... ise linear m;x:hinc i ,~

smoothed.

4. The Know ledge Com pile r

Thc purpose of the knowledge compiler is to gener<tte dOlllain specific

knowledge abOuta particular word In a templale independent way such

that new vocabulary items C;ln be easily added by simply mnning the

compiler. An impOrtant dcsign criterion for the compiler is lO pt;rlorm

in thc compilario/! phuse most of the neccssary computation nccdl:d lO

match the propcrties of an unknown speech utterancc and the expet ted

properties of a vocabulary item rather lh;:ln in the recognition phase,

l.rni~ ",:lS round lu b<!vel)' ust ful slncc R's arc mo~1 u~il)' cha r.l~I~ilt!d. by a low f 3
~ ri d.i li£" on lOt' o r 1-"2
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Convenient rcproscmeuons have therefore. been SCIL",lcd to be

generated by the compiler.

Thc ccmpllcr consists of two major parts. Th e first P81t consistsof pans

of O1c MIT text-to-speech synthesis SYStcrn12. It consists of

rcformaalng of the input tCXI.., dccomposhlon of input words into

constltucut momhs. phrase level parsing, fcucr-to-sound rules or

lexicon-lookup. phonological niles and finally the generation of a

phcncnuc rcprcscn tarlou and COl'I'c::pO llding prosodic ui furmadcn (c.g.

l-It-target values. segmental durations, lexical stress-markers, syllable

boundaries) of the Input word. Pam of this system had to be changed

to generate alternate pronunchuons. such as for the word L1 ~ITER.

where Tf could be pronounced as tile voiceless stop T or as a flap OX.

The second putt gcncrmcs Ilddi l.ion;!l prosodic information, improves

the Biven lnforma tlon and comp iles the synthetic inform ation gcncr.nc d

so far into a compact. useful and consistent rcprcscmaoon. For

exam p le. syllabic boun da ry markcrg arc placed in the phoneme string,

consistent with the syllable boundaries that ,11'(' generated by the

sytlab lflcetlon unit nil Incomin g natural spe ech. Syllab le durnuo ns 35

well as du rations of voiced and unvoiced segments and of various

soncrant por tions of the syllable nucleus arc computed for each lexical

item from the segmental du rations derived in the f'ir.>t part. The

compiler presently also generates prlmnry stress markers. expected

amplitudes and formant target values. A SCI of rules thru generate

additional lexical cntrlcs for alternate syllablfxatlons (missed

bounda ries. Sch wa-deletions, ctc.) and alter nate pronunciations, The

rcsuttlng compiled dictionary approx ima tely doubles in number of

cmrlcs, Further rules make adjustment to the prosodic information

based on segmental context, pcsltlcn in tho word and the number of

synables in a word , In this way. speech knowledge Is Incorporated In

the complier in the fom! of productlon like ru les. It is Ourhope that the

addltiun of furlher speech relevant knowledge willcontinue to improve

recognition results,

5. Su p ra segmental Voca bulary Filters· Results

Based on the in fomliltion dcrivcO from the speech signlll asdcscribed in

the previous sccrions we <ire now read)' to match them wilh the

Srnthc[ic infonntllion given by the knowledge complier, TIle following

vocabulary filters have been implemented and evalu(ltl:d:

• Rh ythm (Fl) - varlemSwords in II large vocabulllry diffcr by their
rhythmic Sln lCluT<:. Rhythm IStherefore mcasured Jnd compared
wiUl the synlhctlc rhythm in [he c:ialabasc, To do so Syllable
durations are measurcd between the bound:;lri~s given by the
syllable detcctor, 111e syllabic durntions of the nlltliral litterance
are cOI'l1 par~d wilh lJlesY IHhctlc Syllllblc dur;llion:j by nonnalit:ing
for ovcrJl1 utteranCe lensth~ and comput Ing D E.udfdellll dhitance.

• Voiced/Unvoiced Ratlo~ (l-"2) -- The cont rlbution s of un voiced
scctlon to overall syllobtc dumuc ns arc measured ill percent and
compared with the synthe tic iu funnatiun.

• Stressed Syllable " '1)1111.1111 Measurement .. As an attempt to
char.rcrcnzc the vowel nucleus cf the stressed syllabk.. in the
utterance. formam frequencies have been me<lsurcdll and
compared with synthetic fcrmnut targl't Va IUl'~'. This is therefore
a very rudime ntary segmental vocabulary filter. Stressed syllables
.... e re assum ed w be the s)'llablc with maximum peak-to-pea k
amplitude. No major rjilriClIltie$ arise in case of stress de tection
errors since in this case simply a pctcn uallv less relia ble syllable
willbe considered. III order to nvnld se arch. this filter nuerupts to
find the steady state portions of the fonuaut tracks and compares
the rncasurcmcms wlth the synthetic data. The major diffku lttcs
enco untered with this mCthud W<lS ttl dctcrmtnc reliable portions
of a syllnblc in a simple rind efficient way. No nethe less it docs
provide di~rim i n<ltory informattcn and W;le; included in the
cvetun non.

• Nas,]1Contribuuo n to Syllable Duration (F4) .. th is r uicr and the
following operates in an annlcgous w.\)' to filler Fl , Temporal
ccnrrf butlcn of nasal port ions t.o a the syll able nucleus arc
compared with synthetic data.

• R cont ributions to Syllabic Durations (F5) -- uses sonoraru
feature R,

• I, contributions to Syllable Durarlcns (F6) .. uses soncrant
feature L.

• FRONT contributions LO Syllable Durations (F7) u measures the
conutbuuons of front vowels to the syllable nucleus.

• DACK comrlbutlous to Syllabic Durudons (F8) -- measures the
contributions of back vowels to the syllable nucleus,

Note that the tempo ral contributions of various sonoram features

depend heavily un context. Fo r example. J... followed by a FROm

vowel will commonly traushion through iii region ctassiftcd us UACK,

etc. These and man)' other properties art included In the compiler rules

that generate theexpected illfo1'l\lation for cl. word.

Acorpus of 1478 wClrds ..... llS sclected from the union of lhe 1000 most

frcqllem spo kell El,glish WOrd..oIO and the WOO m<'l' t frequent wriilen

EnS1isll wordsl3 • The knowledgc compiler th\,'i genermcd prosodic

i ll f~HTnat iQn for l 478 English words, " flN [,ppHemlon of the rules fur

allcrnate prorlunciationS and syllnbificlltion II lOLal of 3207 v{lcnbulary

itcms was obtained, 57 r:"lndom words frOm tills cO"pu~ were read by

one male American talker lmd used in lhe 1c,lrnins phase described In

sectjon l, To cvatwllc the SYSlCm described, 978 differenl words from

thJs corpus were read by the: Sllme spCil Kcr. 'l1lcsc 978 words wC rC not

u~d for the lraining of the classificrs nor were thc)' cunsidered when

the compiler rules wcrc dcvclopM . The syStem will thcrefore be tC$ted

on ncw English words, whose expectCd characteristic infonnnlion was

gcner<l ted.llutOmcHicnlly from text. 11 6 of the words were found 10 be

improperly recorded. failed to be processed accuraLCly b)' tile signal
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correct word candidate) arc due to altern ate pronunclauons not )'Ct

generated by the knowledge compiler (c,a.. british pronunciation of

CLi\ SSl-:5). sononeuclasstncr Inaccuracies. inaccurate vuv-dccisicns,

endpoint dcrccrlon errors, Some of these problems can be improved by

simply addlng mere speech knowledge to (he compiler. Wc also hope

U'J <l t the addition of rnorc Ilttcrs will cousuuln acceptable word

candidates further and reduce the cffccdvcsubvocabulary.

6 . Summ ary

In summary. I have dcmonstrmcd tluu prosodic cues can provide

speech recognition systems wilh iI powerful altcrnmlvc perspective on

the speec h signal. :\ sci of!iupr<l'>Cg.I1! t lHill vo- ehuiary filters \\'<ISshown

to consuuln the poxslbtc word candida tes ill such <I way. that the correct

caudid.nc was ranked t \ l1 .1\'cr:l~C !j;\th in :I ISOO-wnrd tir~C vocabula ry.

The filters upcrntc knowledge intensive mth cr tl~ illl ~cil rl'h uucnsivc. in

order to allow for fil!>l candidate prcsciccuon. Fin<J.l ly, :.11 infut'lll:Jtion

used to ocscrtbc a vocabulary ~ IW) iii gc ucmtcd nu tom a ucally . lIO

lrumnn training is uecessarj when (lew vocebulnricv or new words lire
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Results arc givcn in Fig.S-l for monosyllabic """0 I'd5 and Fig,S-2 fer

polysyllable words. For each filter (F l :.hl'oligo F8) we show the.

Irequcncy at which the correct word is ranked ,~mOI1~ uic top N

candidates. The bold curves lebctcd C dlsplay lhe ranking of the

correct word candidate after combtnattcn of the results from <Ill 8

filters, Combinaunn W1'5 performed by computing the. geometric

means of the individual Filter ftll:kir12s and rcrunking. Beiter
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Figure 5-2: Rank of Correct Po ly !:~ Ihlblc Word Candidates

pcrfcrmuncc was obtained filr polys)'lli.lblt words as sccn in r ig.S-2.

'n l l::. is m [')c eXj"ll,'C tcd ~i n("c polysy!labic words <lrc richcr in prosuoic

inlormlltion, In ru'.:t 27% 01 <Ill Plllysylh\i:) lc W('Ircls were unlqucly

i d e l1 ti li~d (rMk 1) by thcSe Supfil!;cgmc llttll !i)!enio , fn conlwst r.h is is

lhe case for only 4% of lhc mOllusyllabic ~V llnJ ::. , N()1~ also th e sharp

dlscominuities in bOlh figlln:s for SOrT! (! of thc filters. IF scveral

uttcranccs match (q ulil!} well !)ley \111 rCL:cil'cd the S1lmC r::m k., their

median r2llk. !'tcnct' for wm c filters large. peo ls ofpcrfcC'l ly but equally

rn,uehing w[)rd candidatCS yield lower mnk!' (for cX[lmple, all 769

monos}'Unbic dlctionilry cntries withOllt R-contr ibution l.lrC!'.!Illkcd 334

by fIltcr F=-' if Olt llnknown is an lll[CranCC conta ining no R

contrihution). In summary. by lipp ly i n~ ali thc cor:')tr:;l inlSghell by the

8 filters on !.he Lis! of 3207 candid:nc') the COIT~l wonl ranks on

aVN<l g.c 9l st for monosyll,lbie, 37th fur pO]j';;yllabic wotds nnd 64[1'1 for

born. For nil words Lhis corrc~pDnds to thc lop 4.4% of the original

\·o:::<J. bll1ary of 1418 WOl'ds. Er;ors (i .c, inappropriate r:Jnk ing for tile

raccesstng. endpoint dC~CC l l(l t'! ur S)']i<lbitlcarlon stages and hence do

1!1H enter the results ,given below. T heeffective corpus of words tested

below t herefore consists ot 8C:? uucranccs From iI 1478 word

vocab utary.
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