
 

 

Abstract 
 

In this paper, the effects of feature selection and feature 
normalization to the performance of a local appearance 
based face recognition scheme are presented. From the 
local features that are extracted using block-based 
discrete cosine transform, three feature sets are derived. 
These local feature vectors are normalized in two different 
ways; by making them unit norm and by dividing each 
coefficient to its standard deviation that is learned from 
the training set. The input test face images are then 
classified using four different distance measures: L1 
norm, L2 norm, cosine angle and covariance between 
feature vectors. Extensive experiments have been 
conducted on the AR and CMU PIE face databases. The 
experimental results show the importance of using 
appropriate feature sets and doing normalization on the 
feature vector. 
 

1. Introduction 
Since the beginning of 1990s, appearance-based holistic 

approaches have been dominating the face recognition 
research [1-4]. Although local appearance information 
(using local regions of salient features) has been shown to 
be superior to the holistic information (using whole face 
template) in [2,5], interestingly face recognition research 
has been focused on holistic approaches and local 
appearance based face recognition has been ignored in a 
great extent. It has not had as much impact as the holistic 
approach, and compared to the plethora of the holistic 
methods, only a few techniques have been proposed to 
perform local appearance based face recognition [5-9]. 
The main reason for this is that the initial local appearance 
based approaches [2,5] require the detection of salient 
features –i.e. eyes- which may not be an easy task. 
Moreover, erroneous detection of these local regions may 
lead to severe performance drops.  

Recently, a more generic local appearance based 
approach has been proposed in [6], that divides the input 
face image into non-overlapping blocks, without 

considering any salient region, to perform discrete cosine 
transform on each block. The experiments conducted in 
this study showed that the proposed method outperforms 
the well-known traditional holistic approaches [1,3,4] as 
well as a local appearance based approach which employs 
principal component analysis for local appearance 
representation [7]. 

 Discrete cosine transform (DCT) has been used as a 
feature extraction step in various studies on face 
recognition [10-14]. Up to now, discrete cosine transform 
has been performed either in a holistic appearance-based 
sense [11], or in a local appearance-based sense ignoring 
the spatial information in some extent during the 
classification step by feeding some kinds of neural 
networks with local DCT coefficients or by modelling 
them with some kinds of statistical tools [10,12,13,14]. On 
the other hand, in the proposed representation scheme in 
[6], spatial information is conserved, while using DCT for 
local appearance representation. The same approach is 
also tested for face verification [15] and for video-based 
face recognition [16]. In both of these studies, the 
proposed local appearance-based face recognition 
approach outperformed the holistic approaches.  

In this paper, following the studies [6,15,16], the effects 
of feature selection and feature normalization to the 
performance of local appearance based face recognition 
scheme are investigated. Determining good feature sets, 
and feature normalization is specifically important for a 
DCT-based pattern recognition scheme. In terms of 
feature selection, in DCT, the first three coefficients 
correspond to specific information about the global 
statistics of the processed block. The first coefficient 
represents the average intensity value of the block, 
whereas the second and third coefficients represent the 
average vertical and horizontal intensity changes, 
respectively. Therefore, it is intriguing to observe the 
contributions of these features to the face recognition 
performance. Regarding feature normalization, there are 
two aspects. The first aspect is the total magnitude of each 
block’s DCT coefficients. Since DCT is an orthogonal 
transformation and conserves all the energy of the 
processed input block, blocks with different brightness 
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levels lead to DCT coefficients with different value levels. 
Because of this reason, it would be better when the 
extracted feature vectors’ norm is normalized to a constant 
value. The other aspect is the value range of DCT 
coefficients. For example, the first coefficients have 
higher magnitudes than the later ones, thus having more 
influence on the classification results. To balance the 
contribution of each DCT coefficient, the coefficients are 
divided to their standard deviations that are learned from 
the training set. The effect of distance metrics on the 
performance is also analyzed. Four different distance 
metrics are used to classify face images: L1 norm, L2 
norm, cosine angle and covariance between feature 
vectors. 

The organization of the paper is as follows. In Section 
2, discrete cosine transform is described briefly. Face 
recognition using block-based DCT is explained in 
Section 3. The used feature sets and the normalization 
techniques are introduced in Section 4. Experimental 
results are presented and discussed in Section 5. Finally, 
in Section 6, conclusions are given. 

2. Discrete Cosine Transform 
Discrete cosine transform (DCT) is a well-known signal 

analysis tool, widely used in feature extraction and 
compression applications due to its compact 
representation power. The 2-D discrete cosine transform 
of an NxN image is defined as 

 

                                                                                         (1)                                                                                  
                                                   

for u, v = 0, 1, … , N - 1 where 
 

                                                                                         (2) 
 

 
 

 

Obtained DCT basis functions for N = 4 can be seen in 
Fig. 1 (each base is scaled separately for illustration 
purposes). As can be seen from the top-left part of the 
basis functions and also from Eq. 1, the (0,0) component 
represents the average intensity value of the image, which 
can be directly effected by illumination variations. From 
the figure, it can be also noticed that the (0,1) and (1,0) 
components represent the average vertical and horizontal 
intensity changes, respectively. 

 

 

 

 

 

 

 

 

 

 

 
 

 
 
 

 
 
 

Figure 1. DCT basis functions for N = 4 

3. Face  Recognition Using DCT 
In the local appearance-based face representation 

approach, a detected and normalized face image is divided 
into blocks of 8x8 pixels size. On each 8x8 pixels block, 
DCT is performed. The obtained DCT coefficients are 
ordered using zig-zag scanning (Fig. 2).  

 

 

 

 

 
 
 
 

 
Figure 2. The order of DCT coefficients in zig-zag scan pattern 
 

From the ordered coefficients, according to the feature 
selection strategy, M of them are selected resulting an M-
dimensional local feature vector. Finally, the DCT 
coefficients extracted from each block are concatenated to 
construct the feature vector (Fig. 3). 
 

 
 
Figure 3. The diagram of feature extraction 
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4. Feature Selection and Feature  
Normalization 

Feature selection and feature normalization is 
specifically important for a DCT-based face recognition 
scheme. In this section, we introduce the used feature sets 
and the normalization techniques that we investigated. 

4.1. Feature Selection 
The first three DCT coefficients contain general 

information about the global statistics of the processed 
block of an image. While the first coefficient represents 
the average intensity value of the whole block, the second 
and third coefficients represent the average horizontal and 
vertical intensity change in the image block, respectively.  

It is important to assess the contributions of these 
features to the recognition performance. Therefore, we 
investigated the use of three different feature sets for 
classification, where the local feature vectors are 
constructed by one of the following methods: 

 

1. Selecting the first M DCT coefficients. 
2. Removing the first coefficient, and selecting the 

first M DCT coefficients from the remaining 
ones. 

3. Removing the first three coefficients, and 
selecting the first M DCT coefficients from the 
remaining ones. 

 

We named the first feature set as DCT-all, the second 
one as DCT-0, and the third one as DCT-3. 

4.2. Feature Normalization 
There are two aspects in feature normalization. The first 

aspect is the total magnitude of each block’s DCT 
coefficients. Since DCT is an orthogonal transformation 
and conserves all the energy of the processed input block, 
the blocks with different brightness levels lead to DCT 
coefficients with different value levels. Because of this 
reason, we normalized the local feature vector’s, f’s, 
magnitude to unit nom: 

 

                                fffn /= ,                                (3) 
 

where fn represents the normalized feature vector. 
The other aspect is the value range of DCT coefficients. 

For example, the first coefficients have higher magnitudes 
than the later ones (Fig. 4), thus having more influence on 
the classification results. To balance the contribution of 
each DCT coefficient; the coefficients, “fi”s, are divided 
by their standard deviations, which are learned from a 
training set: 

                            )(/, iiin fff σ= ,                              (4) 
 

where fn,i represents the normalized ith coefficient and σ(fi) 
represents the standard deviation of the ith coefficient that 
is learned from the training set.  

Note that, these presented normalization techniques are 
performed separately on the raw feature vector to obtain 
the normalized feature vector. 
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Figure 4. Sample transform output 
 

5. Experiments 
Two separate experiments are conducted to assess the 

effects of feature selection and feature normalization to 
the performance of the local appearance based face 
recognition scheme. The first experiment is conducted on 
the face images from the AR face database [17]. In this 
experiment, the main variation between the training and 
testing images is the time gap between the recording 
sessions. The second experiment is conducted on the face 
images from the CMU PIE database [18]. In this 
experiment, the main variation between the training and 
testing images is the illumination conditions. For 
comparison purposes, the same feature normalization 
techniques are also applied to the feature vectors extracted 
by principal component analysis (PCA) in the eigenfaces 
approach. Two feature sets are derived from the PCA 
coefficients, one, by selecting the first M PCA 
coefficients, and the other, by removing the first three 
coefficients –which are claimed to represent the 
illumination variations [3] – and then selecting the first M 
PCA coefficients from the remaining ones. We named the 
first feature set as PCA-all, and the second one as PCA-3. 

For classification, the nearest neighborhood classifier is 
used in this study. Four different distance metrics are 
evaluated comparatively, namely, the L1 norm, the L2 
norm, cosine angle, and covariance, defined as follows: 
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where ftraining,m is the mth (m = 1,…, M) coefficient in the 
training feature vector ftraining and mtraining  is the mean value 
of the training feature vector. Similarly, ftest,m is the mth 
coefficient in the test feature vector ftest and  mtest is the 
mean value of the test feature vector. 

5.1. Experiments on the AR face database 
The face database used in this experiment consists of 

1540 face images of 110 individuals that are taken from 
the first and second sessions of the AR face database [17]. 
Each individual in the face database has 14 face images. 
Seven of these face images are from the first session and 
the remaining seven face images belong to the second 
session. Both of the images in separate sessions contain 
the same kind of variations that are annotated as “neutral 
expression”, “smile”, “anger”, “scream”, “left light on”, 
“right light on”, “all side lights on”. The images from the 
first session are used for training and the ones from the 
second session are used for testing. The face images are 
aligned using the eye center locations and scaled to 64x64 
pixels resolution. Sample images can be seen in Fig. 5. 
 

       
 

    
 

Figure 5. Sample face images from the AR face database. First 
row: Samples from the training set. Second row: Samples from 
the test set.  
 

The correct classification rates of our local appearance-
based face recognition scheme and the eigenfaces 
approach can be seen in Tables 1-3. The used feature 
vectors’ dimension is 320, that is, 5 DCT coefficients per 
block in the local appearance-based approach and 320 
PCA representation coefficients in the eigenfaces 
approach. In Table 1, the results obtained by using feature 
vectors without any normalization are shown. As can be 
observed, the best result is obtained by classifying the 
DCT-0 feature set using the L1 norm. The results derived 
by using feature vectors with unit norm are given in Table 
2. Again, the L1 norm is found to be the best distance 
metric. Both the DCT-0 and DCT-3 feature sets provide 

the highest results. Finally, in Table 3, the results obtained 
by using feature vectors with normalized coefficients are 
given. In this experiment, DCT-all and DCT-0 features 
sets with L1 norm and PCA-all and PCA-3 feature sets 
with “cos” and “cov” distance metrics reached the best 
results.  

Table 1. DCT and PCA scores on the AR database using feature 
vectors with no normalization 

 DCT-all DCT-0 DCT-3 PCA-all PCA-3

L1 86.1% 91.9% 88.8% 87.2% 87.2% 

L2 75.2% 82.6% 79.0% 77.0% 84.5% 

Cos 82.0% 83.5% 80.6% 77.8% 86.9% 

Cov 82.0% 83.5% 80.5% 77.8% 87.0% 

Table 2. Local DCT and PCA scores on the AR database using 
unit norm feature vectors 

 DCT-all DCT-0 DCT-3 PCA-all PCA-3

L1 91.0% 94.8% 95.3% 82.7% 89.9% 

L2 80.3% 92.2% 93.9% 78.2% 86.9% 

Cos 80.3% 92.2% 93.9% 77.8% 86.9% 

Cov 80.0% 91.8% 93.9% 77.8% 87.0% 

Table 3. DCT and PCA scores on the AR database using feature 
vectors with normalized coefficients 

 DCT-all DCT-0 DCT-3 PCA-all PCA-3

L1 93.8% 93.5% 90.3% 79.6% 78.6% 

L2 86.0% 85.8% 80.5% 78.2% 77.8% 

Cos 88.1% 90.1% 88.6% 93.6% 93.5%

Cov 88.1% 89.9% 88.6% 93.6% 93.5%
 

To have an overall and thorough view, the best 
performing DCT, PCA feature set and distance metric 
couples from each normalization method are plotted for 
different feature vector dimensions in Fig. 6. Used local 
feature dimensions vary from two to ten. If there are more 
than one high performing couples as in Table 2 and Table 
3, the ones that perform slightly better are chosen as the 
representative couples. In this figure’s legend, “NN” 
corresponds to feature vectors with no normalization, 
“UN” corresponds to unit norm feature vectors, and “ON” 
corresponds to feature vectors with normalized 
coefficients. As can be seen the best performing 
combination is the unit norm DCT-3 feature set classified 
using L1 norm. If we look at the Table 2, we can also see 



 

 

that unit norm DCT-0 feature set with L1 norm also has 
very similar correct recognition rate. 
 

 
 

Figure 6. Correct recognition rate vs. feature dimension plot for 
feature selection, feature normalization and distance metric 
combinations 

5.2. Experiments on the CMU PIE database 
To observe the behavior of the feature selection and 

normalization techniques under a different variation 
between training and testing data, a second experiment is 
conducted using the CMU PIE database [18]. The face 
database used in this experiment consists of 1632 face 
images of 68 individuals that are taken from the 
“illumination” and “lighting” sets of the CMU PIE 
database [18]. Each individual in the face database has 24 
face images –12 from the “illumination” set and 12 from 
the “lighting” set. The face images from the “lighting” set 
are used for training and the ones from the “illumination” 
set are used for testing. The face images are aligned using 
the eye center locations and scaled to 64x64 pixels 
resolution. Sample images can be seen in Fig. 7. 
 

    
 

    
 
Figure 7. Sample face images from the CMU PIE database.  
First row: Samples from the training set. Second row: Samples 
from the test set. 
 

The correct classification rates, on the CMU PIE 
database, of our local appearance-based face recognition 
scheme and the eigenfaces approach can be seen in Tables 
4-6. The used feature vectors’ dimension is again 320. In 
Table 4, the results obtained by using feature vectors 
without any normalization are shown. As can be observed, 
the best results are obtained by classifying the DCT-0 
feature set with “cos” and “cov” distance metrics. The 

results derived by using unit norm feature vectors are 
given in Table 5. Here, the DCT-0 feature set with the L1 
norm is found to be the best feature set-distance metric 
couple. Finally, in Table 6, the results obtained by using 
feature vectors with normalized coefficients are given. In 
this experiment, DCT-all and DCT-0 feature sets provided 
the best results using “cos” and “cov” distance metrics. 
Another interesting observation that can be derived from 
these experiments is the performance difference between 
PCA-all and PCA-3 feature sets. When there is no 
normalization on each individual coefficient, PCA-3 
feature set performs significantly better than the PCA-all 
feature set (Tables 4-5). This finding supports the claim 
that the first three coefficients in PCA are effected from 
the illumination variations most. 

Table 4. DCT and PCA scores on the CMU PIE database using 
feature vectors with no normalization 

 DCT-all DCT-0 DCT-3 PCA-all PCA-3 

L1 43.3% 83.9% 64.5% 67.0% 60.7% 

L2 34.8% 73.9% 52.8% 36.2% 58.1% 

Cos 82.4% 88.0% 78.1% 36.9% 79.0% 

Cov 82.7% 88.2% 77.7% 37.1% 78.8% 

Table 5. DCT and PCA scores on the CMU PIE database using 
unit norm feature vectors 

 DCT-all DCT-0 DCT-3 PCA-all PCA-3 

L1 92.3% 97.4% 93.5% 62.0% 78.7% 

L2 89.7% 95.3% 90.1% 41.4% 80.6% 

Cos 89.7% 95.3% 90.2% 36.9% 79.0% 

Cov 90.0% 95.3% 90.3% 37.1% 78.8% 

Table 6. DCT and PCA scores on the CMU PIE database using 
feature vectors with normalized coefficients 

 DCT-all DCT-0 DCT-3 PCA-all PCA-3 

L1 72.1% 84.2% 70.0% 45.3% 44.6% 

L2 74.1% 77.6% 60.4% 41.1% 40.4% 

Cos 90.4% 91.9% 84.6% 82.4% 82.7% 

Cov 90.7% 91.8% 84.6% 82.1% 82.8% 
 
As in Section 5.1, to have an overall and thorough 

view, the best performing DCT, PCA feature set and 
distance metric couples from each normalization method 
are plotted for different feature vector dimensions in Fig. 
8. If there are more than one high performing couples as 



 

 

in Table 6, the ones that perform slightly better are chosen 
as the representative couples. In this figure’s legend, 
“NN” corresponds to feature vectors with no 
normalization, “UN” corresponds to feature vectors with 
unit norm, and “ON” corresponds to feature vectors with 
normalized coefficients. As can be seen the best 
performing combination is the unit norm DCT-0 feature 
set with L1 norm. As can be observed from Fig. 8 (also 
from Fig. 6), when one uses higher dimensional feature 
vectors with normalized coefficients for classification, the 
performances decrease both in DCT and PCA. This shows 
that the coefficients that correspond to lower energy 
content does not contribute to the correct recognition 
performance as much as the ones that correspond to higher 
energy content. Therefore, when their ratio increases in 
the feature vector, the performance decreases. 

 

 
 
Figure 8. Correct recognition rate vs. feature dimension plot for 
feature selection, feature normalization and distance metric 
combinations 

6. Conclusions 
In this study, we investigated the effects of feature 

selection and feature normalization to the performance of 
a local appearance based face recognition scheme. We 
tested three different feature sets and two normalization 
techniques. We also analyzed the effects of distance 
metrics on the performance. Moreover, we applied feature 
selection and normalization to the holistic baseline 
approach – Eigenfaces – and conducted extensive 
comparative experiments. We found that the proposed unit 
norm DCT-0 feature set, in which the first DCT 
coefficient is removed from the feature set, together with 
using the L1 norm for classification, provides consistently 
high correct recognition rates. Similar results were also 
obtained from the experiments conducted on the FRGC 
version 2 database [19]. 

Table 7 and 8 give an overview of the improvements 

that are gained by using the proposed unit norm DCT-0 
feature set together with the L1 norm, with respect to the 
best classification results without doing normalization. As 
one can observe, there is a significant decrease in the error 
rate, especially if the variation between training and 
testing is caused by illumination, as it is the case on the 
experiments performed on the CMU-PIE database.  

Table 7. Improvement due to unit norm DCT-0 feature set with 
L1 norm on the AR face database 

 Absolute Improvement in 
the Correct Recognition 
Rate (%) 

Decrease in 
the Error 
Rate (%) 

DCT-0 2.9 35.8 

PCA-all 7.6 59.4 

PCA-3 7.6 59.4 

Table 8. Improvement due to unit norm DCT-0 feature set with 
L1 norm on the CMU PIE database 

 Absolute Improvement in 
the Correct Recognition 
Rate (%) 

Decrease in 
the Error 
Rate (%) 

DCT-0 9.2 78.0 

PCA-all 30.4 92.1 

PCA-3 18.4 87.6 
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